
http://www.cambridge.org/9780521857918


This page intentionally left blank



STATISTICAL MECHANICS OF
NONEQUILIBRIUM LIQUIDS

SECOND EDITION

In recent years the interaction between dynamical systems theory and nonequilibrium
statistical mechanics has been enormous. The discovery of fluctuation theorems as a
fundamental structure common to almost all nonequilibrium systems, and the connec-
tions with the free-energy calculation methods of Jarzynski and Crooks, have excited
both theorists and experimentalists. This book charts the development and theoretical
analysis of molecular dynamics as applied to equilibrium and nonequilibrium
systems.

Substantially updated and revised, this book is designed both for experts in the
field and beginning graduate students of physics. It connects molecular-dynamics
simulation with mathematical theory to understand nonequilibrium steady states.
It also provides a link between the atomic, nano, and macro worlds, showing
how these length scales relate. The book ends with an introduction to the use of
nonequilibrium statistical mechanics to justify a thermodynamic treatment of none-
quilibrium steady states, and gives a direction to further avenues of exploration.

DENIS J. EVANS is Professor of Theoretical Chemistry at the Australian National
University (ANU), Dean of the Research School of Chemistry and Convenor of
the ANU College of Science. He has won several prizes, including the Moyal
Medal from Macquarie University for distinguished contributions to mathematics,
physics or statistics, the Centenary Medal from the Australian Government, and the
H. G. Smith Memorial Medal from the Royal Australian Chemical Institute.

GARY MORRISS is Associate Professor and Undergraduate Director in the School of
Physics at the University of New South Wales, Australia. He is a Fellow of the
Institute of Physics and a member of the American Physical Society. His research
areas include nonequilibrium statistical mechanics and dynamical systems.





STATISTICAL MECHANICS OF
NONEQUILIBRIUM LIQUIDS

SECOND EDITION

DENIS J. EVANS
Research School of Chemistry, Australian National University,

Canberra

GARY MORRISS
School of Physics, University of New South Wales, Sydney



CAMBRIDGE UNIVERSITY PRESS

Cambridge, New York, Melbourne, Madrid, Cape Town, Singapore, São Paulo

Cambridge University Press
The Edinburgh Building, Cambridge CB2 8RU, UK

First published in print format

ISBN-13    978-0-521-85791-8

ISBN-13 978-0-511-39864-3

© D. Evans and G. Morris 2008

2008

Information on this title: www.cambridge.org/9780521857918

This publication is in copyright. Subject to statutory exception and to the provision of 
relevant collective licensing agreements, no reproduction of any part may take place 
without the written permission of Cambridge University Press.

Cambridge University Press has no responsibility for the persistence or accuracy of urls 
for external or third-party internet websites referred to in this publication, and does not 
guarantee that any content on such websites is, or will remain, accurate or appropriate.

Published in the United States of America by Cambridge University Press, New York

www.cambridge.org

eBook (EBL)

hardback

http://www.cambridge.org
http://www.cambridge.org/9780521857918


Contents

Preface to the second edition page ix
Preface to the first edition xi

1 Introduction 1

2 Linear irreversible thermodynamics 11
2.1 The conservation equations 11
2.2 Entropy production 17
2.3 Curie’s theorem 20
2.4 Non-markovian constitutive relations: viscoelasticity 27

3 The microscopic connection 33
3.1 Classical mechanics 33
3.2 Phase space 44
3.3 Distribution functions and the liouville equation 46
3.4 Ergodicity, mixing, and Lyapunov exponents 53
3.5 Equilibrium time-correlation functions 59
3.6 Operator identities 62
3.7 The Irving-Kirkwood procedure 66
3.8 Instantaneous microscopic representation of fluxes 68
3.9 Microscopic representation of the temperature 77

4 The Green–kubo relations 79
4.1 The Langevin equation 79
4.2 Mori–Zwanzig theory 83
4.3 Shear viscosity 87
4.4 Green–Kubo relations for Navier–Stokes transport coefficients 92

5 Linear-response theory 95
5.1 Adiabatic linear response theory 95
5.2 Thermostats and equilibrium distribution functions 100

v



5.3 Isothermal linear response theory 111
5.4 The equivalence of thermostatted linear responses 116

6 Computer simulation algorithms 119
6.1 Introduction 119
6.2 Self diffusion 125
6.3 Couette flow and shear viscosity 130
6.4 Thermostatting shear flows 142
6.5 Elongational flows 146
6.6 Thermal conductivity 150
6.7 Norton ensemble methods 152
6.8 Constant-pressure ensembles 156
6.9 Constant stress ensembles 160

7 Nonlinear response theory 167
7.1 Kubo’s form for the nonlinear response 167
7.2 Kawasaki distribution function 169
7.3 The transient time-correlation function formalism 173
7.4 Trajectory mappings 177
7.5 Differential response functions 185
7.6 The van Kampen objection to linear response theory 193
7.7 Time-dependent response theory 200

8 Dynamical stability 209
8.1 Introduction 209
8.2 Chaotic dynamical systems 211
8.3 The characterization of chaos 221
8.4 Chaos in planar couette flow 230
8.5 Conjugate pairing of Lyapunov exponents 238
8.6 Periodic orbit measures 244
8.7 Positivity of transport coefficients 255

9 Nonequilibrium fluctuations 259
9.1 Introduction 259
9.2 The specific heat 260
9.3 The compressibility and isobaric specific heat 265
9.4 The fluctuation theorem 267
9.5 Gallavotti and Cohen fluctuation theorem 274
9.6 The Jarzynski equality 277

vi Contents



9.7 The Crooks relation 280
9.8 Experimental verification 282

10 Thermodynamics of steady states 283
10.1 The thermodynamic temperature 283
10.2 Green’s expansion for the entropy 292
10.3 Prospects 299

References 301

Index 309

Contents vii





Preface to the second edition

Since 1990, when the first edition appeared, there has been a significant advance in
the development of nonequilibrium systems. The centerpiece of the first edition
was the nonequilibrium molecular-dynamics methods and their theoretical analysis,
the connections between linear and nonlinear response theory, and the design of the
simulation methods. This is now a mature field with only one significant addition,
which is the new method for elongational flows.

Chapter 10 in the first edition was called “Towards a thermodynamics of steady
states.” This contained an introduction to deterministic chaotic systems. The
second edition has the same title for Chapter 10, but the contents are now comple-
tely different. The application of the ideas of modern dynamical-systems theory to
nonequilibrium systems has grown enormously with all of Chapter 8 devoted to
this. However, this still constitutes the barest of introductions with whole books
(Gaspard, 1998; Dorfman, 1999; Ott, 2002; and Sprott, 2003) devoted to this
theme. The theoretical advances in this area are some of the biggest. The develop-
ment of methods to study the time evolution using periodic orbits, and the use of
periodic orbits to develop SRB measures for nonequilibrium systems are exciting
steps forward.

Based on the dynamical properties, Lyapunov exponents in particular, there have
been great strides made in the development of the study of fluctuations in nonequi-
librium systems. The fluctuation theorems, and methods for calculating free-energy
differences using nonequilibrium paths, have dominated conferences for the last
6–7 years. The additional fact that these can be tested in real (rather than computer)
experiments and used to measure free-energy differences in the unfolding of
biological molecules will have a large impact.

Thanks are due to many people. Customarily we thank our wives, and remark
that they are still the same! To those that have led the development of statistical
mechanics and inspired and mentored those that followed we owe a great debt:
Eddie Cohen, Bob Dorfman, Siegfried Hess, Christian Gruber, and many others.
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A number of people were especially generous with their time for which we are very
grateful, in particular, Peter Daivis, Carl Dettmann, Tooru Taniguchi, and Debra
Bernhardt (Searles). Special thanks also to Billy Todd, Tom Hunt, Lamberto
Rondoni, Chris Angstmann, David Kruss, Anthony Whelan, Dean Robinson,
David Monaghan and Tony Chung. I am very pleased to acknowledge the contri-
bution of Ian Watson, who as an undergraduate student read and learnt from this
book, in the process discovering (and helping to correct) many of its faults. As
ever, Eddie Cohen was a frustrating inspiration to us all!

I feel the pull of the white ship at the Grey Havens in the long firth of Lune.
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Preface to the first edition

During the 1980s there have been many new developments regarding the
nonequilibrium statistical mechanics of dense classical systems. These develop-
ments have had a major impact on the computer simulation methods used to
model nonequilibrium fluids. Some of these new algorithms are discussed in the
recent book by Allen and Tildesley (1987), Computer Simulation of Liquids.
However, that book was never intended to provide a detailed statistical mechanical
backdrop to the new computer algorithms. As the authors commented in their
preface, their main purpose was to provide a working knowledge of computer
simulation techniques. The present volume is, in part, an attempt to provide a ped-
agogical discussion of the statistical mechanical environment of these algorithms.

There is a symbiotic relationship between nonequilibrium statistical mechanics
on the one hand and the theory and practice of computer simulation on the other.
Sometimes, the initiative for progress has been with the pragmatic requirements
of computer simulation and at other times, the initiative has been with the funda-
mental theory of nonequilibrium processes. Although progress has been rapid,
the number of participants who have been involved in the exposition and develop-
ment, rather than with application, has been relatively small.

The formal theory is often illustrated with examples involving shear flow in
liquids. Since a central theme of this volume is the nonlinear response of
systems, this book could be described as a text on theoretical rheology. However
our choice of rheology as a test-bed for theory is merely a reflection of personal
interest. The statistical mechanical theory that is outlined in this book is capable
of far wider application.

All but two pages of this book are concerned with atomic rather than molecular
fluids. This restriction is one of economy. The main purpose of this text is best
served by choosing simple applications.

Many people deserve thanks for their help in developing and writing this book.
Firstly we must thank our wives, Val and Jan, for putting up with our absences, our

xi



irritability, and our exhaustion. We would also like to thank Dr. David MacGowan
for reading sections of the manuscript. Thanks must also go to Mrs. Marie
Lawrence for help with indexing. Finally special thanks must go to Professors
Cohen, Hanley, and Hoover for incessant argument and interest.

xii Preface to the first edition



1

Introduction

Mechanics provides a complete microscopic description of the state of a system.
When the equations of motion are combined with initial conditions and boundary
conditions, the subsequent time evolution of a classical system can be predicted. In
systems with more than just a few degrees of freedom such an exercise is imposs-
ible. There is simply no practical way of measuring the initial microscopic state of,
for example, a glass of water, at some instant in time. In any case, even if this was
possible we could not then solve the equations of motion for a coupled system of
1023 molecules.

In spite of our inability to fully describe the microstate of a glass of water, we are
all aware of useful macroscopic descriptions for such systems. Thermodynamics
provides a theoretical framework for correlating the equilibrium properties of
such systems. If the system is not at equilibrium, fluid mechanics is capable of pre-
dicting the macroscopic nonequilibrium behaviour of the system. In order for these
macroscopic approaches to be useful, their laws must be supplemented, not only
with a specification of the appropriate boundary conditions, but with the values
of thermophysical constants such as equation-of-state data and transport coeffi-
cients. These values cannot be predicted by macroscopic theory. Historically this
data has been supplied by experiments. One of the tasks of statistical mechanics
is to predict these parameters from knowledge of the interactions of the system’s
constituent molecules. This then is a major purpose for statistical mechanics.
How well have we progressed?

Equilibrium classical statistical mechanics is relatively well developed. The
basic ground rules – Gibbsian ensemble theory – have been known for the best
part of a century (Gibbs, 1902). The development of electronic computers in the
1950s provided unambiguous tests of the theory of simple liquids leading to a con-
sequently rapid development of integral equation and perturbation treatments of
liquids (Barker and Henderson, 1976). With the possible exceptions of phase equi-
libria and interfacial phenomena (Rowlinson and Widom, 1982) one could say that
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the equilibrium statistical mechanics of atomic fluids is a solved problem. Much of
the emphasis has moved to molecular, even macromolecular, liquids.

The nonequilibrium statistical mechanics of dilute atomic gases – kinetic
theory – is, likewise, essentially complete (Ferziger and Kaper, 1972). However,
attempts to extend kinetic theory to higher densities have been fraught with
severe difficulties. One might have imagined being able to develop a power-
series expansion of the transport coefficients in much the same way that one
expands the equilibrium equation of state in the virial series. Dorfman and
Cohen (1965; 1972) proved that such an expansion does not exist. The Navier–
Stokes transport coefficients are nonanalytic functions of density.

It was at about this time that computer simulations began to have an impact on
the field. In a celebrated paper, Kubo (1957) showed that linear transport coeffi-
cients could be calculated from a knowledge of the equilibrium fluctuations in
the flux associated with the particular transport coefficient. For example the
shear viscosity η, is defined as the ratio of the shear stress, −Pxy, to the shear
rate, ∂ux/∂y ; γ:

Pxy ; �hg: ð1:1Þ

The Kubo relation predicts that the limiting, small shear rate, viscosity, is given by:

h ¼ bV

ð1
0
ds kPxyð0ÞPxyðsÞl, ð1:2Þ

where b is the reciprocal of the absolute temperature T, multiplied by Boltzmann’s
constant kB, V is the system volume and the angle brackets denote an equilibrium
ensemble average. The viscosity is then the infinite time integral of the equilibrium,
autocorrelation function of the shear stress. Similar relations are valid for the other
Navier–Stokes transport coefficients such as the self diffusion coefficient, the
thermal conductivity, and the bulk viscosity (see Chapter 4).

Alder and Wainwright (1956) were the first to use computer simulations to
compute the transport coefficients of atomic fluids. What they found was unex-
pected. It was believed that at sufficiently long time, equilibrium autocorrelation
functions should decay exponentially. Alder and Wainwright discovered that in
two-dimensional systems, the velocity autocorrelation function which determines
the self-diffusion coefficient, only decays as t−1. Since the diffusion coefficient is
thought to be the integral of this function, we were forced to the reluctant con-
clusion that the self diffusion coefficient does not exist for two-dimensional
systems. It is presently believed that each of the Navier–Stokes transport
coefficients diverge in two dimensions (Pomeau and Resibois, 1975).
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This does not mean that two-dimensional fluids are infinitely resistant to shear
flow. Rather, it means that the Newtonian constitutive relation Equation (1.1) is
an inappropriate definition of viscosity in two dimensions. There is no linear
regime close to equilibrium where Newton’s law (Equation 1.1), is valid. It is
thought that at small strain rates, Pxy % γlogγ. If this were the case then the limiting
value of the shear viscosity limγ→0−∂Pxy/∂γ would be infinite. All this presupposes
that steady laminar shear flow is stable in two dimensions. This would be an
entirely natural presumption on the basis of our three-dimensional experience.
However there is some evidence that even this assumption may be wrong (Evans
and Morriss, 1983b). Recent computer simulation data suggests that in two dimen-
sions, laminar flow may be unstable at small strain rates.

In three dimensions the situation is better. The Navier–Stokes transport coeffi-
cients appear to exist. However the nonlinear Burnett coefficients, higher-order
terms in the Taylor series expansion of the shear stress in powers of the strain
rate (Section 2.3, Section 9.5), are thought to diverge (Kawasaki and Gunton,
1973). These divergences are sometimes summarized in Dorfman’s Lemma
(Zwanzig, 1982): all relevant fluxes are nonanalytic functions of all relevant vari-
ables! The transport coefficients are thought to be nonanalytic functions of density,
frequency, and the magnitude of the driving thermodynamic force, the strain rate, or
the temperature gradient etc.

In this book we will discuss the framework of nonequilibrium statistical mech-
anics. We will not discuss in detail, the practical results that have been obtained.
Rather we seek to derive a nonequilibrium analog of the Gibbsian basis for equili-
brium statistical mechanics. At equilibrium we have a number of idealizations
which serve as standard models for experimental systems. Among these are the
well-known microcanonical, canonical, and grand canonical ensembles. The real
system of interest will not correspond exactly to any one particular ensemble,
but such models furnish useful and reliable information about the experimental
system. We have become so accustomed to mapping each real experiment
onto its nearest Gibbsian ensemble that we sometimes forget that the canonical
ensemble, for example, does not exist in Nature. It is an idealization.

A nonequilibrium system can be modeled as a perturbed equilibrium ensemble;
we will therefore need to add the perturbing field to the statistical mechanical
description. The perturbing field does work on the system – this prevents the
system from relaxing to equilibrium. This work is converted to heat, and the
heat must be removed in order to obtain a well-defined steady state. Therefore ther-
mostats will also need to be included in our statistical mechanical models. A major
theme of this book is the development of a set of idealized nonequilibrium systems
which can play the same role in nonequilibrium statistical mechanics as the
Gibbsian ensembles play at equilibrium.
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After a brief discussion of linear irreversible thermodynamics in Chapter 2, we
address the Liouville equation in Chapter 3. The Liouville equation is the funda-
mental vehicle of nonequilibrium statistical mechanics. We introduce its formal sol-
ution using mathematical operators called propagators (Section 3.3). In Chapter 3,
we also outline the procedures by which we identify statistical mechanical
expressions for the basic field variables of hydrodynamics.

After this background in both macroscopic and microscopic theory we go on to
derive the Green–Kubo relations for linear transport coefficients in Chapter 4 and
the basic results of linear response theory in Chapter 5. The Green–Kubo relations
derived in Chapter 4 relate thermal transport coefficients, such as the Navier–
Stokes transport coefficients, to equilibrium fluctuations. Thermal transport
processes are driven by boundary conditions. The expressions derived in Chapter 5
relate mechanical transport coefficients to equilibrium fluctuations. A mechanical
transport process is one that is driven by a perturbing external field which actually
changes the mechanical equations of motion for the system. In Chapter 5 we show
how the thermostatted linear mechanical response of many body systems is related
to equilibrium fluctuations.

In Chapter 6 we exploit similarities in the fluctuation formulae for the mechani-
cal and the thermal response, by deriving computer simulation algorithms for cal-
culating the linear Navier–Stokes transport coefficients. Although the algorithms
are designed to calculate linear thermal-transport coefficients, they employ mech-
anical methods. The validity of these algorithms is proved using thermostatted
linear-response theory (Chapter 5) and the knowledge of the Green–Kubo relations
provided in Chapter 4.

A diagrammatic summary of some of the common algorithms used to compute
shear viscosity is given in Figure 1.1. The Green–Kubo method simply consists of
simulating an equilibrium fluid under periodic boundary conditions and making the
appropriate analysis of the time-dependent stress fluctuations using Equation (1.2).
Gosling et al. (1973) proposed performing a nonequilibrium simulation of a system
subject to a sinusoidal transverse force. Monitoring the field-induced velocity
profile and extrapolating the results to infinite wavelength, the viscosity can be cal-
culated. Hoover and Ashurst (1975), used external reservoirs of particles to induce
a nearly planar shear in a model fluid. In the reservoir technique, the viscosity is
calculated by measuring the average ratio of the shear stress to the strain rate, in
the bulk of the fluid, away from the reservoir regions. The presence of the reservoir
regions gives rise to significant inhomogeneities in the thermodynamic properties
of the fluid and in the strain rate in particular. This leads to obvious difficulties
in the calculation of the shear viscosity. Lees and Edwards (1972), showed that
if one used “sliding brick” periodic boundary conditions, one could induce
planar Couette flow in a simulation. The so-called Lees–Edwards periodic
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boundary conditions enable one to perform homogeneous simulations of shear flow
in which the low Reynolds-number velocity profile is linear.

With the exception of the Green–Kubo method, these simulation methods all
involve nonequilibrium simulations. The Green–Kubo technique is useful in that
all linear transport coefficients can, in principle, be calculated from a single simu-
lation. It is restricted though, to only calculating linear transport coefficients. The
nonequilibrium methods, on the other hand, provide information about the non-
linear as well as the linear response of systems. They therefore provide a direct
link with rheology.

The use of nonequilibrium computer simulation algorithms, so-called
nonequilibrium molecular dynamics (NEMD), leads inevitably to the question of
the large field, nonlinear response. Indeed the calculation of linear transport coeffi-
cients using NEMD proceeds by calculating the nonlinear response and extrapolat-
ing the results to zero field. One of our main aims will be to derive a number of
nonlinear generalizations of the Kubo relations which give an exact framework
within which one can calculate and characterize transport processes far from equi-
librium (Chapter 7). Because of the divergences alluded to above, the nonlinear
theory cannot rely on power-series expansions about the equilibrium state. A
major system of interest is the nonequilibrium steady state. Theory enables us to
relate the nonlinear transport coefficients and mechanical quantities, like the

Green–Kubo

Homogeneous shear

Sinusoidal transverse force

Momentum reservoirs

Figure 1.1 Methods of determining the shear viscosity
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internal energy or the pressure, to transient fluctuations in the thermodynamic flux
which generates the nonequilibrium steady state (Chapter 7). We derive the transi-
ent time correlation function (TTCF, Section 7.3) and the Kawasaki representations
(Section 7.2) of the thermostatted nonlinear response. These results are exact and
do not require the nonlinear response to be an analytic function of the perturbing
fields. The theory also enables one to calculate specific heats, thermal-expansion
coefficients and compressibilities from knowledge of steady-state fluctuations
(Chapter 9). After we have discussed the nonlinear response, we present a resol-
ution of the van Kampen objection to linear response theory and to the Kubo
relations in Chapter 7.

An innovation in our theory is the use of reversible equations of motion which
incorporate a deterministic thermostat (Section 3.1). This innovation was motivated
by the needs imposed by nonequilibrium computer simulation. If one wants to use
any of the nonequilibrium methods depicted in Figure 1.1 to calculate the shear vis-
cosity, one needs a thermostat to achieve a reliable steady-state average. It is not
clear how to calculate the viscosity of a fluid whose temperature and pressure
are increasing in time.

The first deterministic thermostat, the so-called Gaussian thermostat, was
independently and simultaneously developed by Hoover and Evans (Hoover et al.,
1982) and Evans (1983a). It permitted homogeneous simulations of nonequilibrium
steady states using molecular-dynamics techniques. Hitherto molecular dynamics
had involved solving Newton’s equations for systems of interacting particles. As
work was performed on such a system in order to drive it away from equilibrium,
the system inevitably heated with the irreversible conversion of work into heat.

Hoover and Evans showed that if such a system evolved under their
thermostatted equations of motion, the so-called Gaussian isokinetic equations of
motion, the dissipative heat could be removed by a thermostatting force which
was part of the equations of motion themselves. Now, computer simulators had
been simulating nonequilibrium steady states for some years, but in the past the
dissipative heat was removed by simple ad hoc rescaling of the second moment
of the appropriate velocity. The significance of the Gaussian isokinetic equations
of motion was that since the thermostatting was part of the equations of motion
it could be analyzed theoretically using response theory. Earlier ad hoc rescaling
or Andersen’s stochastic thermostat (Andersen, 1980), could not be so easily ana-
lyzed. In Chapter 5 we prove that while the adiabatic (i.e. unthermostatted) linear
response of a system can be calculated as the integral of an unthermostatted
(i.e. Newtonian) equilibrium time-correlation function, the thermostatted linear
response is related to the corresponding thermostatted equilibrium time-correlation
function. These results are quite new and can be proved only because the
thermostatting mechanism is reversible and deterministic.
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It is natural to ask whether the “thermostatted” response depends upon the
details of the thermostatting mechanism. Provided the amount of heat Q,
removed by a thermostat within the characteristic microscopic relaxation time
τ, of the system is small compared to the enthalpy I, of the fluid (i.e. (τ dQ/dt)/
I < 1), we expect that the microscopic details of the thermostat will be unimportant.
In the linear regime, close to equilibrium, this will always be the case. Even for
systems far (but not too far), from equilibrium this condition is often satisfied. In
Section 5.4 we give a mathematical proof of the independence of the linear
response to the thermostatting mechanism.

Although originally motivated by the needs of nonequilibrium simulations, we
have now reached the point where we can simulate equilibrium systems at constant
internal energy E, at constant enthalpy I, or at constant temperature T, and pressure p.
If we employ the so-called Nosé–Hoover (Nosé, 1984b; Hoover, 1985) thermostat,
we can allow fluctuations in the state-defining variables while controlling their
mean values. These methods have had a major impact on computer simulation
methodology and practice.

To illustrate the point: in an ergodic system at equilibrium, Newton’s equations
of motion generate the molecular dynamics ensemble in which the number of par-
ticles, the total energy, the volume, and the total linear momentum are all precisely
fixed (N, E, V, Σpi). Previously this was the only equilibrium ensemble accessible to
molecular dynamics simulation. Now however we can use Gaussian methods to
generate equilibrium ensembles in which the precise value of say, the enthalpy and
pressure are fixed (N, E, p, Σpi). Alternatively, Nosé–Hoover equations of motion
could be used which generate the canonical ensemble (exp[−bH ]). Gibbs proposed
the various ensembles as idealized statistical distributions in phase space. Now we
have the dynamics that is capable of generating each of those distributions.

A new element in the theory of nonequilibrium steady states is the abandonment
of Hamiltonian dynamics. The Hamiltonian, of course, plays a central role in
Gibbs’ equilibrium statisticalmechanics. It leads to a compact and elegant description.
However the existence of a Hamiltonian which generates dynamical trajectories is,
as we will see, not essential.

In the space of relevant variables, neither the Gaussian thermostatted equations
of motion nor the Nosé–Hoover equations of motion can be derived from a
Hamiltonian. This is true even in the absence of external perturbing fields. This
implies, in turn, that the usual form of the Liouville equation, df/dt = 0, for the
N-particle distribution function f, is invalid. Thermostatted equations of motion
necessarily imply a compressible phase space.

The abandonment of a Hamiltonian approach to particle dynamics had, in fact,
been forced on us somewhat earlier. The Evans–Gillan equations of motion for heat
flow (Section 6.5), which predate both the Gaussian and Nosé–Hoover
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thermostatted dynamics, cannot be derived from a Hamiltonian. The Evans–Gillan
equations provide the most efficient presently known dynamics for describing heat
flow in systems close to equilibrium. A synthetic external field was invented so that
its interaction with a N-particle system precisely mimics the impact a real tempera-
ture gradient would have on the system. Linear response theory is then used to
prove that the response of a system to a real temperature gradient is identical to
the response to the synthetic Evans–Gillan external field.

We use the term synthetic to note the fact that the Evans–Gillan field does not
exist in Nature. It is a mathematical device used to transform a difficult boundary
condition problem, the flow of heat in a system bounded by walls maintained at
differing temperatures, into a much simpler mechanical problem. The Evans–
Gillan field acts upon the system in a homogeneous way permitting the use of
periodic rather than inhomogeneous boundary conditions. This synthetic field
exerts a force on each particle which is proportional to the difference of the par-
ticle’s enthalpy from the mean enthalpy per particle. The field thereby induces a
flow of heat in the absence of either a temperature gradient or of any mass flow.
No Hamiltonian is known which can generate the resulting equations of motion.

In a similar way Kawasaki showed that the boundary condition that corresponds
to planar Couette shear flow can be incorporated exactly into the equations of
motion. These equations are known as the SLLOD equations (Section 6.3). They
give an exact description of the shearing motion of systems arbitrarily far from
equilibrium. Again, no Hamiltonian can be found which is capable of generating
these equations.

When external fields or boundary conditions perform work on a system we have
at our disposal a very natural set of mechanisms for constructing nonequilibrium
ensembles in which different sets of thermodynamic state variables are used to
constrain, or define, the system. Thus we can generate on the computer,
or analyze theoretically, nonequilibrium analogs of the canonical, microcanonical,
or isobaric–isoenthalpic ensembles.

At equilibrium one is used to the idea of pairs of conjugate thermodynamic
variables generating conjugate equilibrium ensembles. In the canonical ensemble
particle number N, volume V, and temperature T, are the state variables whereas
in the isothermal–isobaric ensemble the role played by the volume is replaced by
the pressure, its thermodynamic conjugate. In the same sense one can generate con-
jugate pairs of nonequilibrium ensembles. If the driving thermodynamic force is X,
it could be a temperature gradient or a strain rate, and then one could consider the
(N, V, T, X ) ensemble or alternatively the conjugate (N, p, T, X ) ensemble.

However in nonequilibrium steady states one can go much further than this. The
dissipation, the heat removed by the thermostat per unit time dQ/dt, can always be
written as a product of a thermodynamic force, X, and a thermodynamic flux, J(Γ).
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If, for example, the force is the shear rate, γ, then the conjugate flux is the shear
stress, −Pxy. One can then consider nonequilibrium ensembles in which the thermo-
dynamic flux rather than the thermodynamic force is the independent state variable.
For example we could define the nonequilibrium steady state as an (N, V, T, J )
ensemble. Such an ensemble is, by analogy with electrical circuit theory, called a
Norton ensemble, while the case where the force is the state variable, (N, V, T, X ),
is called a Thévenin ensemble. A major postulate in this work is the macroscopic
equivalence of corresponding Norton and Thévenin ensembles.

The equations of motion for a system of particles which undergo collisions are
usually chaotic (although there are examples, like the wind-tree model, that are
not). The application of the ideas of modern dynamical systems theory has had a
large impact on nonequilibrium statistical mechanics in the last 15 to 20 years.
The books by Gaspard (1998), Dorfman (1999), Ott (2002) and Sprott (2003)
are more comprehensive than the development that we present in Chapter 8.
However, our approach is to begin with the characterization of chaos in a dynamical
system, and then to use the ideas of Ruelle (1978), Cvitanovic, and others (2005) to
show how to develop an understanding of the time evolution of both the probability
distribution and an arbitrary phase variable. Surprisingly, just the structure of the
theory gives a simple argument to show that the transport coefficients must be
non-negative.

The discovery of relations satisfied by the fluctuations in nonequilibrium steady
states has become a major area of activity in the last decade. The discovery of
the fluctuation theorem by Evans et al. (1993a), the derivations by Evans and
Searles (1994) and Gallavotti and Cohen (1995a) have sparked a great deal of
interest and controversy. The subsequent discovery of methods of calculating
free-energy differences using arbitrary nonequilibrium paths by Jarzynski
(1997) and Crooks (1998) has stimulated many experiments designed both to
confirm the theoretical predictions and to use the techniques in physical and
biological systems.

In the last chapter we introduce material which is quite recent and perhaps
controversial. We attempt to develop a thermodynamics of nonequilibrium
steady states which may be considered a nonlinear generalization of the conven-
tional linear irreversible thermodynamics treated in Chapter 2. The difficulty is
extending our notions of temperature and entropy to nonequilibrium systems.
We take as an axiom, the observation from computer simulation studies, that the
internal energy of the system is also a function of the field that perturbs the
system from equilibrium. Thus the internal energy U is a function of temperature,
volume, and the shear rate for a system undergoing Couette flow. We consider two
approaches; the first using the assumption of linear viscoelasticity, and the second
using a purely statistical mechanical treatment.

Introduction 9



What is surprising is that the steady-state nonequilibrium distribution function is
a singular and fractal object. This implies that the fine grained Gibbs entropy:

S ¼ �kB

ð
all G space

dG f ðG; tÞ ln f ðG; tÞ, ð1:3Þ

diverges to negative infinity. (If no thermostat is employed, the nonequilibrium
entropy is a constant of the motion Gibbs (1902)). The question of the expression
for the nonequilibrium entropy, and how to calculate it, remain unresolved.

10 Introduction



2

Linear irreversible thermodynamics

2.1 The conservation equations

At the hydrodynamic level we are interested in the macroscopic evolution of
densities of conserved extensive variables such as mass, energy, and momentum.
Because these quantities are conserved, their respective densities can only
change by a process of redistribution. As we shall see, this means that the relax-
ation of these densities is slow, and therefore the relaxation plays a macroscopic
role. If this relaxation were fast (i.e. if it occurred on a molecular timescale for
instance) it would be unobservable at a macroscopic level. The macroscopic
equations of motion for the densities of conserved quantities are called the
Navier–Stokes equations. We will now give a brief description of how these
equations are derived. It is important to understand this derivation because one
of the objects of statistical mechanics is to provide a microscopic or molecular
justification for the Navier–Stokes equations. In the process, statistical mechanics
sheds light on the limits of applicability of these equations. Similar treatments can
be found in de Groot and Mazur (1962) and Kreuzer (1981).

Let M(t) be the total mass contained in an arbitrary volume V, then

M ¼
ð
V
drrðr; tÞ; ð2:1Þ

where ρ(r, t) is the mass density at position r and time t, and dr is the volume
element at r. Since mass is conserved, the only way that the mass in the volume
V can change is by flowing through the enclosing surface, S (see Figure 2.1).

dM

dt
¼ �

ð
S
dS � rðr; tÞuðr; tÞ ¼ �

ð
V
dr= � rðr; tÞuðr; tÞ½ �: ð2:2Þ

Here u(r, t) is the fluid streaming velocity at position r and time t. The vector dS
denotes the outward area element of the enclosing surface S, and = is the
spatial gradient vector operator, @

@x ;
@
@y ;

@
@z

� �
. It is clear that the rate of change

11



of the enclosed mass can also be written in terms of the change in mass density
ρ(r, t), as:

dM

dt
¼
ð
V
dr

@rðr; tÞ
@t

: ð2:3Þ

If we equate these two expressions for the rate of change of the total mass we
find that since the volume V was arbitrary:

@rðr; tÞ
@t

¼ �= � rðr; tÞuðr; tÞ½ �: ð2:4Þ

This is called the mass continuity equation and is essentially a statement that
mass is conserved. We can write the mass continuity equation in an alternative
form if we use the relation between the total or streaming derivative, and the
various partial derivatives. For an arbitrary function of position r and time t,
for example a(r, t), we have:

d

dt
aðr; tÞ ¼ @

@t
aðr; tÞ þ u � =aðr; tÞ: ð2:5Þ

If we let a(r, t) : ρ(r, t) in Equation (2.5), and combine this with
Equation (2.4) then the mass continuity equation can be written as:

drðr; tÞ
dt

¼ �rðr; tÞ= � uðr; tÞ: ð2:6Þ

Fluid streaming
    velocity

Arbitrary volume V,
with enclosing 
surface S

Surface area element 
directed outward

Rate of increase 
of mass in V

Mass flux through dS

dS

u(r, t)

u(r, t)

ρ

Figure 2.1 The change in the mass contained in an arbitrary closed volume V
can be calculated by integrating the mass flux through the enclosing surface
S dM/dt = −∫dS · ρu(r, t)
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In an entirely analogous fashion we can derive an equation of continuity for
momentum. Let G(t) be the total momentum of the arbitrary volume V, then
the rate of change of momentum is given by:

dG
dt

¼
ð
V
dr

@ rðr; tÞuðr; tÞ½ �
@t

: ð2:7Þ

The total momentum of volume V can change in two ways. Firstly it can
change by convection. Momentum can flow through the enclosing surface.
This convective term can be written as:

dGc

dt
¼ �

ð
S
dS�rðr; tÞuðr; tÞuðr; tÞ: ð2:8Þ

Here we use the dyadic product of two first-rank tensors (or ordinary vectors)
u and u to obtain a second-rank tensor uu. The second way that the momentum
could change is by the action of a force. There are two possible forces: the pressure
exerted on V by the surrounding fluid, and some external force that acts directly on
the fluid. We refer to the pressure exerted on V as the stress contribution. The force
dF, exerted by the fluid across an element of area dF, which is moving at the stream-
ing velocity of the fluid, must be proportional to the magnitude of the area dS. The
most general such linear relation is:

dF ; �dS � P: ð2:9Þ

This is in fact the definition of the pressure tensor P. It is also the negative of the
stress tensor. That the pressure tensor is a second-rank tensor rather than a simple

dS = x0 + y dSy

dFx

ˆ ˆ

dF = −dS ⋅ P
= −x dSyPyx − y dSyPyyˆ ˆ

dFy

Figure 2.2 The pressure tensor P is the infinitesimal force dF across an infinitesi-
mal area element dS = x^0 + y^dSy
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scalar is a reflection of the fact that the force dF and the area vector dS need not be
parallel. In fact for molecular fluids the pressure tensor is not symmetric in general.

As P is second-rank tensor it is appropriate to define the notational conventions
that we will use. P requires two subscripts to specify an element. In Einstein nota-
tion Equation (2.9) reads dFa ¼ �dSbPba, where the repeated index b implies a
summation. Notice that the contraction (or dot product) involves the first index
of P and that the vector character of the force dF is determined by the second
index of P. We will use bold sans serif characters to denote tensors of rank two
or more. Figure 2.2 gives a diagrammatic representation of the tensorial relations
in the definition of the pressure tensor. Using this definition the total force contri-
bution to the momentum change can be seen to be:

dGc

dt
¼ �

ð
S
dS � Pþ

ð
V
dr nðr; tÞFe; ð2:10Þ

where n(r, t)Fe is the external force density (force times the number density n(r, t)).
Combining Equations (2.8, 2.10) and using the divergence theorem to convert
surface integrals to volume integrals gives:

dG
dt

¼
ð
V
dr

@½rðr; tÞuðr; tÞ�
@t

¼ �
ð
V
drð= � ½rðr; tÞuðr; tÞuðr; tÞ þ P� � nðr; tÞFeÞ: ð2:11Þ

Since this equation is true for arbitrary V we conclude that,

@½rðr; tÞuðr; tÞ�
@t

¼ �= � ½rðr; tÞuðr; tÞuðr; tÞ þ P� þ nðr; tÞFe: ð2:12Þ

This is one form of the momentum continuity equation. A simpler form can be
obtained using streaming derivatives of the velocity rather than partial derivatives.
Using the chain rule the left-hand side of Equation (2.12) can be expanded as:

rðr; tÞ @uðr; tÞ
@t

þ uðr; tÞ @rðr; tÞ
@t

¼ �= � rðr; tÞuðr; tÞuðr; tÞ þ P½ �
þ nðr; tÞFe: ð2:13Þ

Using the vector identity = � ðruuÞ ¼ uð= � ruÞ þ ru � =u and the mass continuity
Equation (2.4), the left-hand side of Equation (2.13) becomes:

rðr; tÞ @uðr; tÞ
@t

þ uðr; tÞ @rðr; tÞ
@t

¼ rðr; tÞ @uðr; tÞ
@t

� uðr; tÞð= � ðrðr; tÞuðr; tÞÞÞ

¼ rðr; tÞ @uðr; tÞ
@t

þ uðr; tÞ � =uðr; tÞ
� �

� = � rðr; tÞuðr; tÞuðr; tÞ½ �:

ð2:14Þ
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Now, from Equation (2.5):

rðr; tÞ duðr; tÞ
dt

¼ rðr; tÞ @uðr; tÞ
@t

þ uðr; tÞ � =uðr; tÞ
� �

: ð2:15Þ

so that combining Equations (2.13), (2.14), and (2.15) gives:

rðr; tÞ duðr; tÞ
dt

¼ �= � Pþ nðr; tÞFe: ð2:16Þ

The final conservation equation we will derive is the energy equation. If we denote
the total energy per unit mass or the specific total energy as e(r, t), then the total
energy density is ρ(r, t)e(r, t). If the fluid is convecting there is obviously a
simple convective kinetic energy component in e(r, t). If this is removed from
the energy density then what remains should be a thermodynamic internal
energy density, ρ(r, t)U(r, t):

rðr; tÞeðr; tÞ ¼ rðr; tÞ 1
2
uðr; tÞ2 þ rðr; tÞU ðr; tÞ: ð2:17Þ

Here we have identified the first term on the right-hand side as the convective
kinetic energy. Using Equation (2.16) we can show that:

rðr; tÞ d
dt

uðr; tÞ2
2

¼ rðr; tÞuðr; tÞ � duðr; tÞ
dt

¼ �uðr; tÞ � ½= � P� ¼ �u= : P: ð2:18Þ

The second equality is a consequence of the momentum conservation
Equation (2.16). We use the dyadic product of two first-rank tensors u and = to
obtain a second-rank tensor u=. In Einstein notation ðu=Þab ; ua=b. In the first
form given in Equation (2.18), = is contracted into the first index of P and then
u is contracted into the second remaining index. This defines the meaning of the
double contraction notation after the second equals sign – inner indices are
contracted first, then outer indices – that is u= : P ¼ ðu=ÞabPba ; ua=bPba:

For any variable a, using Equation (2.5) we have:

rðr; tÞ daðr; tÞ
dt

¼ rðr; tÞ @aðr; tÞ
@t

þ rðr; tÞuðr; tÞ � =aðr; tÞ ¼ @½rðr; tÞaðr; tÞ�
@t

þ rðr; tÞuðr; tÞ � =aðr; tÞ � aðr; tÞ @rðr; tÞ
@t

: ð2:19Þ
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Using the mass continuity Equation (2.4):

rðr; tÞ daðr; tÞ
dt

¼ @½rðr; tÞaðr; tÞ�
@t

þ rðr; tÞuðr; tÞ � =aðr; tÞ

þ aðr; tÞ= � ½rðr; tÞuðr; tÞ�

¼ @½rðr; tÞaðr; tÞ�
@t

þ = � ½rðr; tÞuðr; tÞaðr; tÞ�: ð2:20Þ

If we let the total energy inside a volume V be E, then clearly:

dE

dt
¼
ð

V

dr
@½rðr; tÞeðr; tÞ�

@t
: ð2:21Þ

Because the energy is conserved we can make a detailed account of the energy
balance in the volume V. The energy can simply convect through the containing
surface, it could diffuse through the surface and the surface stresses or external
forces could do work on the volume V. In order, these terms can be written:

dE

dt
¼ �

ð

S

dS � ½rðr; tÞeðr; tÞuðr; tÞ þ JQðr; tÞ�

�
ð

S

dS � Pðr; tÞ � uðr; tÞ �
ð

V

drnðr; tÞFe � uðr; tÞ: ð2:22Þ

In Equation (2.22) JQ is called the heat flux vector. It gives the energy flux across a
surface which is moving with the local fluid streaming velocity. Using the diver-
gence theorem, Equation (2.22) can be written as:

dE

dt
¼ �

ð

V

dr= � ½rðr; tÞeðr; tÞuðr; tÞ þ JQðr; tÞ þ Pðr; tÞ � uðr; tÞ�

�
ð

V

dr nðr; tÞuðr; tÞ � Fe: ð2:23Þ

Comparing Equations (2.21) and (2.23), we derive the continuity equation for total
energy:

@½rðr; tÞeðr; tÞ�
@t

¼ �= � ½rðr; tÞeðr; tÞuðr; tÞ þ JQðr; tÞ þ Pðr; tÞ � uðr; tÞ�

þ nðr; tÞuðr; tÞ � Fe: ð2:24Þ
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We can use Equation (2.20) to express this equation in terms of streaming deriva-
tives of the total specific energy:

rðr; tÞ deðr; tÞ
dt

¼ �= � ½ JQðr; tÞ þ Pðr; tÞ � uðr; tÞ� þ nðr; tÞuðr; tÞ � Fe: ð2:25Þ

Finally, Equations (2.17) and (2.18) can be used to derive a continuity Equation for
the specific internal energy:

rðr; tÞ dU ðr; tÞ
dt

¼ �= � JQðr; tÞ � Pðr; tÞT : =uðr; tÞ þ nðr; tÞuðr; tÞ � Fe; ð2:26Þ

where the superscript T denotes transpose. The transpose of the pressure tensor
appears as a result of our double contraction notation because in Equation (2.25),
= is contracted into the first index of P.

The three continuity equations (2.6), (2.16), and (2.26) are continuum
expressions of the fact that mass, momentum, and energy are conserved. These
equations are exact.

2.2 Entropy production

Thus far, our description of the equations of hydrodynamics has been exact.
We will now derive an equation for the rate at which entropy is produced
spontaneously in a nonequilibrium system. The second law of thermodyn-
amics states that entropy is not a conserved quantity. In order to complete
this derivation we must assume that we can apply the laws of equilibrium
thermodynamics, at least on a local scale, in nonequilibrium systems. This
assumption is called the local thermodynamic equilibrium postulate. We
expect that this postulate should be valid for systems that are sufficiently
close to equilibrium (de Groot and Mazur, 1962). This macroscopic theory
provides no information on how small these deviations from equilibrium
should be in order for local thermodynamic equilibrium to hold. It turns
out, however, that the local thermodynamic equilibrium postulate is satisfied
for a wide variety of systems over a wide range of conditions. One obvious
condition that must be met is that the characteristic distances over which
inhomogeneities occur in the nonequilibrium system must be large in terms
of molecular dimensions. If this is not the case then the thermodynamic
state variables will change so rapidly in space that a local thermodynamic
state cannot be defined. Similarly the timescale for nonequilibrium change
in the system must be large compared to the timescales required for the
attainment of local equilibrium.
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We let the entropy per unit mass be denoted as s(r, t) and the entropy of an
arbitrary volume V , be denoted by S. Clearly:

dS

dt
¼
ð

V

dr
@ðrðr; tÞsðr; tÞÞ

@t
: ð2:27Þ

In contrast to the derivations of the conservation laws, we do not expect that, by
taking account of convection and diffusion, we can totally account for the
entropy of the system. The excess change of entropy is what we are seeking to
calculate. We shall call the entropy produced per unit time per unit volume, the
entropy source strength, σ(r, t):

dS

dt
¼
ð

V

drsðr; tÞ �
ð

S

dS � JST ðr; tÞ: ð2:28Þ

In this equation JST (r, t) is the total entropy flux. As before we use the divergence
theorem and the arbitrariness of V to calculate,

@½rðr; tÞsðr; tÞ�
@t

¼ sðr; tÞ � = � JST ðr; tÞ: ð2:29Þ

We can decompose JST (r, t) into a streaming or convective term ρ(r, t)s(r, t)u(r, t),
in analogy with Equation (2.8), and a diffusive term JS(r, t). Using these terms
Equation (2.29) can be written as:

@½rðr; tÞsðr; tÞ�
@t

¼ sðr; tÞ � = � ½ JSðr; tÞ þ rðr; tÞsðr; tÞuðr; tÞ�: ð2:30Þ

Using Equation (2.5) to convert to total time derivatives, we have:

rðr; tÞ dsðr; tÞ
dt

¼ s ðr; tÞ � = � JSðr; tÞ: ð2:31Þ

At this stage we introduce the assumption of local thermodynamic equilibrium. We
postulate a local version of the Gibbs relation, TdS = dU + pdV. Converting this
relation to a local version, with extensive quantities replaced by the specific
entropy, energy, and volume respectively, and noting that the specific volume
V
�
M is simply ρ(r, t)−1, we find that:

T ðr; tÞ dsðr; tÞ
dt

¼ dU ðr; tÞ
dt

þ pðr; tÞ d
dt
rðr; tÞ�1

¼ dU ðr; tÞ
dt

� pðr; tÞ
rðr; tÞ2

drðr; tÞ
dt

: ð2:32Þ
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We can now use the mass continuity equation to eliminate the density derivative:

T ðr; tÞ dsðr; tÞ
dt

¼ dU ðr; tÞ
dt

þ pðr; tÞ
rðr; tÞ= � uðr; tÞ: ð2:33Þ

Multiplying Equation (2.33) by ρ(r, t) and dividing by T(r, t) gives:

rðr; tÞ dsðr; tÞ
dt

¼ rðr; tÞ
T ðr; tÞ

dU ðr; tÞ
dt

þ pðr; tÞ
T ðr; tÞ= � uðr; tÞ: ð2:34Þ

Assuming that the external field is zero, we can substitute the energy continuity
expression (2.26) for dU/dt into Equation (2.34) giving:

rðr; tÞ dsðr; tÞ
dt

¼ � 1

T ðr; tÞ ½= � JQðr; tÞ þ Pðr; tÞT : =uðr; tÞ � pðr; tÞ= � uðr; tÞ� :
ð2:35Þ

We now have two expressions for the streaming derivative of the specific entropy,
ρ(r, t)ds(r, t)

�
dt, Equation (2.31), and Equation (2.35). The diffusive entropy flux

JS(r, t), using the time derivative of the local equilibrium postulate dQ = Tds, is
equal to the heat flux divided by the absolute temperature and therefore:

= � JSðr; tÞ ¼ = � JQðr; tÞ
T ðr; tÞ

� �
¼ = � JQðr; tÞ

T ðr; tÞ � JQðr; tÞ � =T ðr; tÞ
T ðr; tÞ2 : ð2:36Þ

Equating (2.31) and (2.35) using (2.36) gives:

sðr; tÞ ¼ � 1

T ðr; tÞ Pðr; tÞT : =uðr; tÞ � pðr; tÞ= � uðr; tÞ þ JQðr; tÞ � =T ðr; tÞ
T ðr; tÞ

� �

¼ � JQðr; tÞ � =T ðr; tÞ
T ðr; tÞ2 � Pðr; tÞT : =uðr; tÞ � pðr; tÞ= � uðr; tÞ

T ðr; tÞ : ð2:37Þ

We define the viscous pressure tensor � as the nonequilibrium part of the pressure
tensor.

�ðr; tÞ ¼ Pðr; tÞ � peqðr; tÞI; ð2:38Þ

where peq(r, t) comes from the equilibrium equation of state at the local temperature
and density, that is peq(T(r, t), ρ(r, t)). Using this definition the entropy source
strength can be written as:

sðr; tÞ ¼ � JQðr; tÞ � =T ðr; tÞ
T ðr; tÞ2 ��ðr; tÞT : =uðr; tÞ

T ðr; tÞ : ð2:39Þ
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A second postulate of nonlinear irreversible thermodynamics is that the entropy
source strength always takes the canonical form (de Groot and Mazur, 1962):

s ¼
X
i

Ji � Xi: ð2:40Þ

This canonical form defines what are known as thermodynamic fluxes, Ji, and
their conjugate thermodynamic forces, Xi. We can see immediately that our
Equation (2.39) takes this canonical form, provided we make the identifications
that the thermodynamic fluxes are the various Cartesian elements of the heat flux
vector, JQ(r, t), and the viscous pressure tensor, �(r, t). The thermodynamic
forces conjugate to these fluxes are the corresponding Cartesian components
of the temperature gradient divided by the square of the absolute temperature,
T(r, t)−2=T(r, t), and the strain rate tensor divided by the absolute temperature,
T(r, t)−1=u(r, t), respectively. We use the term corresponding quite deliberately;
the αth element of the heat flux is conjugate to the αth element of the temperature
gradient. There are no cross couplings. Similarly the α, b element of the pressure
viscous pressure tensor is conjugate to the α, b element of the strain rate tensor.

There is clearly some ambiguity in defining the thermodynamic fluxes and
forces. There is no fundamental thermodynamic reason why we included the
temperature factors, T(r, t)−2 and T(r, t)−1, into the forces rather than into the
fluxes. Either choice is possible. Ours is simply one of convention. More impor-
tantly there is no thermodynamic way of distinguishing between the fluxes and
the forces. At a macroscopic level it is simply a convention to identify the tempera-
ture gradient as a thermodynamic force rather than a flux. The canonical form for
the entropy source strength and the associated postulates of irreversible thermo-
dynamics do not permit a distinction to be made between what we should identify
as fluxes and what should be identified as a force. Microscopically it is clear that the
heat flux is a flux. It is the diffusive energy flow across a comoving surface. At a
macroscopic level, however, no such distinction can be made.

Perhaps the simplest example of this macroscopic duality is the Norton constant-
current electrical circuit, and the Thevénin constant-voltage equivalent circuit. We
can talk of the resistance of a circuit element or of a conductance. At a macroscopic
level, the choice is simply one of practical convenience or convention.

2.3 Curie’s theorem

Consistent with our use of the local thermodynamic equilibrium postulate, which is
assumed to be valid sufficiently close to equilibrium, a linear relation should hold
between the conjugate thermodynamic fluxes and forces. We therefore postulate the
existence of a set of linear phenomenological transport coefficients {Lij} which
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relate the set forces {Xj} to the set of fluxes {Ji}. We use the term phenomenological
to indicate that these transport coefficients are to be defined within the framework of
linear irreversible thermodynamics and as we shall see there may be slight differences
between the phenomenological transport coefficients Lij and practical transport coef-
ficients such as the viscosity coefficients or the usual thermal conductivity.

We postulate that all the thermodynamic forces appearing in the equation for the
entropy source strength, Equation (2.40), are related to the various fluxes by a linear
equation of the form:

Ji ¼
X
j

LijXj: ð2:41Þ

This equation could be thought of as arising from a Taylor series expansion of the
fluxes in terms of the forces. Such a Taylor series will only exist if the flux is an
analytic function of the force at X = 0.

JiðXÞ ¼ Jið0Þ þ
X
j

@Ji
@Xj

				
X¼0

� Xj þ
X
j;k

1

2!

@2Ji
@Xj@Xk

				
X¼0

: XjXk þ OðX3Þ: ð2:42Þ

Clearly the first term is zero as the fluxes vanish when the thermodynamic forces
are zero. The term which is linear in the forces is evidently derivable, at least for-
mally, from the equilibrium properties of the system as the functional derivative of
the fluxes with respect to the forces computed at equilibrium, X = 0. The quadratic
term is related to what are known as the nonlinear Burnett coefficients. They rep-
resent nonlinear contributions to the linear theory of irreversible thermodynamics.

If we substitute the linear phenomenological relations into the equation for the
entropy source strength, Equation (2.40), we find that:

s ¼
X
i; j

XiLijXj: ð2:43Þ

A postulate of linear irreversible thermodynamics is that the entropy source
strength is always non-negative. There is always an increase in the entropy of a
system, so the transport coefficients are positive. Since this is also true for the
mirror image of any system, we conclude that the entropy source strength is a posi-
tive polar scalar quantity. (A polar scalar is invariant under a mirror inversion of the
coordinate axes. A pseudo scalar, on the other hand, changes its sign under a mirror
inversion. The same distinction between polar and pseudo quantities also applies to
vectors and tensors.)

Suppose that we are studying the transport processes taking place in a fluid. In
the absence of any external non-dissipative fields (such as gravitational or magnetic
fields), the fluid is at equilibrium and assumed to be isotropic. Clearly, since the linear
transport coefficients can be formally calculated as a zero-field functional derivative,
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they should have the symmetry characteristic of an isotropic system. Furthermore
they should be invariant under a mirror reflection of the coordinate axes.

Suppose that all the fluxes and forces are scalars. The most general linear relation
between the forces and fluxes is given by Equation (2.41). Since the transport
coefficients must be polar scalars, there cannot be any coupling between a
pseudo scalar flux and a polar force or between a polar flux and a pseudo scalar
force. This is a simple application of the quotient rule in tensor analysis. Scalars
of like parity only, can be coupled by the transport matrix Lij.

If the forces and fluxes are vectors, the most general linear relation between the
forces and fluxes which is consistent with isotropy is:

Ji ¼
X
j

Lij � Xj ¼
X
j

LijI � Xj ¼
X
j

LijXj: ð2:44Þ

In this equation Lij is a second-rank polar tensor, because the transport coefficients
must be invariant under mirror inversion, just like the equilibrium system itself.
If the equilibrium system is isotropic, then Lij must be expressible as a scalar
Lij times the only isotropic second-rank tensor I, (the Kronecker delta tensor
I=dαb). The thermodynamic forces and fluxes which couple together must either
all be pseudo vectors or polar vectors. Otherwise, since the transport coefficients
are polar quantities, the entropy source strength could be pseudo scalar. By compar-
ing the trace of Lij with the trace of LijI, we see that the polar scalar transport coeffi-
cients are given as:

Lij ¼ 1
3 Tr Lij


 � ¼ 1
3Lij : I: ð2:45Þ

If the thermodynamic forces and fluxes are all symmetric traceless second-rank

tensors Ji
0
; Xi

0
; where Ji

0
¼ 1

2 ð Ji þ JTi Þ � 1
3 Trð JiÞI; (we denote symmetric traceless

tensors with a centred superscript zero), then:

Ji
0 ð2Þ

¼
X
j

L
ð4Þ
ij : Xj

0 ð2Þ
; ð2:46Þ

is the most linear general linear relation between the forces and fluxes. Lð4Þij is a sym-
metric fourth-rank transport tensor. Unlike second-rank tensors there are three
linearly independent isotropic fourth-rank polar tensors. (There are no isotropic
pseudo tensors of the fourth rank.) These tensors can be related to the Kronecker
delta tensor, and we depict these tensors by the forms:

UUabgh ¼ dabdgh

Wabgh ¼ dagdbh

U
U

abgh ¼ dahdbg: ð2:47Þ
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Since Lð4Þij is an isotropic tensor, it must have a representation as a linear
combination of isotropic fourth-rank tensors. It is convenient to write:

Lð4Þij ¼ Lsij
1

2
U
U

þW

� �
� 1

3
UU

� �
þ Laij

1

2
U
U

� W

� �
þ LTrij

1

3
UU: ð2:48Þ

It is easy to show that for any second-rank tensor A:

Lij : A
ð2Þ ¼ Lsij A

0
þ Laij A

a
þ LTrij A I; ð2:49Þ

where A
0
¼ 1

2 Aþ AT
 �� 1
3 Tr Að ÞI is the symmetric traceless part of

Að2Þ;A
a
¼ 1

2 ðA� ATÞ is the antisymmetric part of Að2Þ (we denote antisymmetric
tensors with a centred superscript a), and A ¼ 1

3 TrðAÞ. This means that the three
isotropic fourth-rank tensors decouple the linear force flux relations into three sep-
arate sets of equations which relate, respectively, the symmetric second-rank forces
and fluxes, the antisymmetric second-rank forces and fluxes, and the traces of the
forces and fluxes. These equations can be written as:

Ji
0
¼
X
j

Lsij Xj

0
; ð2:50aÞ

Ji
a
¼
X
j

Laij Xj

a
; ð2:50bÞ

Ji ¼
X
j

LTrij Xj; ð2:50cÞ

where Ji
a
is the antisymmetric part of J, and J ¼ 1

3 TrðJÞ. As Ji
a
has only three inde-

pendent elements, it turns out that Ji
a
can be related to a pseudo vector. This relation-

ship is conveniently expressed in terms of the Levi–Civita isotropic third-rank
tensor 1ð3Þ. (Note: 1ð3Þabg ¼ þ1 if abg is an even or cyclic permutation, −1 if abg
is an odd permutation, and is zero otherwise.) If we denote the pseudo vector
dual of Ji

a
as Jpsi then:

Jpsi ¼ �1
21

ð3Þ : Jð2Þi and Ji
a ð2Þ

¼ Jpsi � 1ð3Þ: ð2:51Þ
This means that the second equation, Equation (2.50b), can be rewritten as:

Jpsi ¼
X
j

LaijX
ps
j : ð2:52Þ

Looking at Equations (2.50) and (2.52), we see that we have decomposed the 81
elements of the (three-dimensional) fourth-rank transport tensor Lð4Þij , into three
scalar quantities, Lsij; Laij, and LTrij . Furthermore we have found that there are
three irreducible sets of forces and fluxes. Couplings only exist within the sets.
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There are no couplings of forces of one set with fluxes of another set. The sets natu-
rally represent the symmetric traceless parts, the antisymmetric part, and the
trace of the second-rank tensors. The three irreducible components can be identified
with a symmetric irreducible second-rank polar tensor component, an irreducible
pseudo vector, and an irreducible polar scalar. Curie’s principle states that linear
transport couples can only occur between irreducible tensors of the same rank
and parity.

If we return to our basic equation for the entropy source strength, Equation (2.40),
we see that our irreducible decomposition of Cartesian tensors allows us to make
the following decomposition for second-rank fields and fluxes:

s ¼
X
i

ðJiIÞ : ðXiIÞ þ Ji
a
:Xi

a
þ Ji

0
:Xi

0
� �

¼
X
i

3JiXi � 2Jpsi � X ps
i þ Ji

0
:Xi

0
� �

: ð2:53Þ

The conjugate forces and fluxes appearing in the entropy source equation separate
into irreducible sets. This is easily seen when we realise that all cross couplings
between irreducible tensors of different rank vanish, I : Ji

a
¼ I : X

a
¼ Ji

a
: X

0¼ 0,
etc. Conjugate thermodynamic forces and fluxes must have the same irreducible
rank and parity.

We can now apply Curie’s principle to the entropy source Equation (2.39):

s ðr; tÞ ¼ �1

T ðr; tÞ
JQðr; tÞ � =T ðr; tÞ

T ðr; tÞ � P
0
ðr; tÞ : =u

0
ðr; tÞ �� psðr; tÞ � =

�

� uðr; tÞ ��ðr; t Þ= � uðr; tÞ�: ð2:54Þ

In writing this equation we have used the fact that the transpose of P
0
is equal to P

0
,

and we have used Equation (2.51) and the definition of the cross product

=� u ¼ �1ð3Þ : =u
0

to transform the antisymmetric part of PT. Note that the trans-
pose of Pa is equal to �Pa. There is no conjugacy between the vector JQðr; tÞ and
the pseudo vector =� uðr; tÞ because they differ in parity. It can be easily shown
that for atomic fluids the antisymmetric part of the pressure tensor is zero so that the
terms in Equation (2.54) involving the vorticity =� uðr; tÞ are identically zero. For
molecular fluids, terms involving the vorticity do appear, but we also have to con-
sider another conservation equation – the conservation of angular momentum. In
our description of the conservation equations we have ignored angular momentum
conservation. The complete description of the hydrodynamics of molecular fluids
must include this additional conservation law.
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For single component atomic fluids we can now use Curie’s principle to define
the phenomenological transport coefficients:

JQ ¼ LQXQ ¼ �LQ
=T

T 2
; ð2:55aÞ

�
0
¼ L�

0
X�

0 ¼ � L�
0 =

0
u
T

; ð2:55bÞ

P ¼ L�X� ¼ �L�
3= � u
T

: ð2:55cÞ
The positive sign of the entropy production implies that each of the phenomenolo-
gical transport coefficients must be positive. As mentioned before these phenomen-
ological definitions differ slightly from the usual definitions of the Navier–Stokes
transport coefficients.

JQ ¼ �l=T ; ð2:56aÞ

�
0
¼ �2h=

0
u; ð2:56bÞ

P ¼ �h V= � u: ð2:56cÞ
These equations were postulated long before the development of linear irrevers-

ible thermodynamics. The first equation is known as Fourier’s law of heat conduc-
tion. It gives the definition of the thermal conductivity λ. The second equation is
known as Newton’s law of viscosity (illustrated in Figure 2.3). It gives a definition
of the shear viscosity coefficient η. The third equation is a more recent develop-
ment. It defines the bulk viscosity coefficient ηV. These equations are known

Drag force = FD 

Area = S

dQ
dt

= force × velocity = −Pyx γAh = −Pyx γV = ηγ 2V

Viscous heating rate

FD  =  Pyx S = −    S

vx  =   hγ

vx  =  0

h

ηγ

Figure 2.3 Newton’s constitutive relation for shear viscosity
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collectively as linear constitutive equations. When they are substituted into the con-
servation equations they yield the Navier–Stokes equations of hydrodynamics. The
conservation equations relate thermodynamic fluxes and forces. They form a
system of equations in two unknown fields – the force fields and the flux fields.
The constitutive equations relate the forces and the fluxes. By combining the
two systems of equations we can derive the Navier–Stokes equations, which in
their usual form give us a closed system of equations for the thermodynamic
forces. Once the boundary conditions are supplied, the Navier–Stokes equations
can be solved to give a complete macroscopic description of the nonequilibrium
flows expected in a fluid close to equilibrium in the sense required by linear
irreversible thermodynamics. It is worth restating the expected conditions for the
linearity to be observed:

(1) The thermodynamic forces should be sufficiently small so that linear constitutive
relations are accurate.

(2) The system should likewise be sufficiently close to equilibrium for the local thermo-
dynamic equilibrium condition to hold. For example, the nonequilibrium equation of
state must be the same function of the local position and time-dependent thermo-
dynamic state variables (such as the temperature and density) that it is at equilibrium.

(3) The characteristic distances over which the thermodynamic forces vary should be suffi-
ciently large so that these forces can be viewed as being constant over the microscopic
length scale required to properly define a local thermodynamic state.

(4) The characteristic times over which the thermodynamic forces vary should be suffi-
ciently long that these forces can be viewed as being constant over the microscopic
times required to properly define a local thermodynamic state.

After some tedious but quite straightforward algebra (de Groot and Mazur, 1962),
the Navier–Stokes equations for a single component atomic fluid are obtained. The
first of these is simply the mass conservation Equation (2.4):

@r

@t
¼ �= � ruð Þ: ð2:57Þ

To obtain the second equation we combine Equation (2.16) with the definition of
the stress tensor from Equation (2.12) which gives:

r
d

dt
u ¼ �= � P ¼ �= �

�
ð pþ�ÞIþ�

0
�
: ð2:58Þ

We have assumed that the fluid is atomic and the pressure tensor contains no
antisymmetric part. Substituting in the constitutive relations, Equations (2.56b)
and (2.56c), gives:

r
du
dt

¼ �=pþ hV=ð= � uÞ þ 2h= � =u
0

� �
: ð2:59Þ

26 Linear irreversible thermodynamics



Here we explicitly assume that the transport coefficients ηV and η are simple
constants, independent of position r, time and flow rate u. The αb component of

the symmetric traceless tensor =u
0

is given by:

=u
0

� �
ab

¼ 1
2

@ub
@xa

þ @ua
@xb

� �
� dab

1
3

@ug
@xg

, ð2:60Þ

where, as usual, the repeated index γ implies a summation with respect to γ. It is
then straightforward to see that:

= � =u
0

� �
¼ 1

2=
2uþ 1

6= = � uð Þ; ð2:61Þ

and it follows that the momentum flow Navier–Stokes equation is:

r
du
dt

¼ �=pþ h=2uþ 1
3hþ hV


 �
= = � uð Þ: ð2:62Þ

The Navier–Stokes equation for energy flow can be obtained from Equation (2.26)
and the constitutive relations, Equation (2.56). Again we assume that the pressure
tensor is symmetric, and the second term on the right-hand side of Equation (2.26)
becomes:

PT : =u ¼ pþPð ÞIþ�
0

� �
: 1

3 = � uð ÞIþ =
0
u

� �

¼ p� hV = � uð Þ
 �
I� 2h=

0
u

� �
: 1

3 = � uð ÞIþ =
0
u

� �

¼ p = � uð Þ � hV = � uð Þ2� 2h=
0
u : =

0
u: ð2:63Þ

It is then straightforward to see that:

r
dU

dt
¼ l=2T � p = � uð Þ þ hV = � uð Þ2þ 2h=

0
u : =

0
u: ð2:64Þ

2.4 Non-Markovian constitutive relations: viscoelasticity

Consider a fluid undergoing planar Couette flow. This flow is defined by the
streaming velocity:

uðr; tÞ ¼ ðux; uy; uzÞ ¼ ðg y; 0; 0Þ: ð2:65Þ

According to Curie’s principle the only nonequilibrium flux that will be excited by
such a flow is the pressure tensor. According to the constitutive relation
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Equation (2.56) the pressure tensor is:

Pðr; tÞ ¼
p �hg 0

�hg p 0
0 0 p

0
@

1
A, ð2:66Þ

where η is the shear viscosity and γ is the shear rate. If the strain rate is time depen-
dent, then the shear stress, �Pxy ¼ �Pyx ¼ hg ðtÞ. It is known that many fluids do
not satisfy this relation regardless of how small the strain rate is. There must there-
fore be a linear, but time dependent, constitutive relation for shear flow, which is
more general than the Navier–Stokes constitutive relation.

Poisson (1829) pointed out that there is a deep correspondence between the shear
stress induced by a strain rate in a fluid, and the shear stress induced by a strain in an
elastic solid. The strain tensor is=εwhere 1ðr; tÞ gives the displacement of atoms at
r from their equilibrium lattice sites. It is clear that:

d=1

dt
¼ =u: ð2:67Þ

Maxwell (1873) realized that if a displacement were applied to a liquid, then for a
short time the liquid must behave as if it were an elastic solid. After a Maxwell
relaxation time the liquid would relax to equilibrium since by definition a liquid
cannot support a strain Frenkel (1955).

It is easier to analyze this matter by transforming to the frequency domain.
Maxwell said that at low frequencies the shear stress of a liquid is generated by
the Navier–Stokes constitutive relation for a Newtonian fluid (Equation 2.66). In
the frequency domain this states that:

~PxyðvÞ ¼ �h ~g ðvÞ, ð2:68Þ

where:

~AðvÞ ¼
ð1
0
dt exp½�ivt� AðtÞ; ð2:69Þ

denotes the Fourier–Laplace transform of A(t).
At very high frequencies we should have:

~PxyðvÞ ¼ �G
@~1xðvÞ
@y

; ð2:70Þ

where G is the infinite frequency shear modulus. From Equation (2.67) we can
transform the terms involving the strain into terms involving the strain rate (we
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assume that at t = 0, the strain 1ð0Þ ¼ 0). At high frequencies therefore,

~PxyðvÞ ¼ � G

iv

@~ux
@y

¼ � G

iv
~g ðvÞ: ð2:71Þ

The Maxwell model of viscoelasticity is obtained by simply summing the high and
low frequency expressions for the compliances iω/G and η−1, thus Equations (2.68)
and (2.71), to give:

~g ðvÞ ¼ � iv

G
þ 1

h

� �
~PxyðvÞ ¼ �

~PxyðvÞ
~hM ðvÞ

: ð2:72Þ

The expression for the frequency dependent Maxwell viscosity is (Figure 2.4):

~hM ðvÞ ¼
h

1þ ivtM
: ð2:73Þ

It is easily seen that this expression smoothly interpolates between the high and low
frequency limits. The Maxwell relaxation time tM ¼ h=G controls the transition
frequency between low frequency viscous behaviour and high frequency elastic
behavior.

The Maxwell model provides a rough approximation to the viscoelastic behavior
of so-called viscoelastic fluids such as polymer melts or colloidal suspensions. It is
important to remember that viscoelasticity is a linear phenomenon. The resulting
shear stress is a linear function of the strain rate. It is also important to point out
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Figure 2.4 Frequency dependent viscosity of the Maxwell model
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that Maxwell believed that all fluids are viscoelastic. The reason why polymer
melts are observed to exhibit viscoelasticity is that their Maxwell relaxation
times are macroscopic, of the order of seconds. On the other hand, the Maxwell
relaxation time for argon at its triple point is approximately 10−12 seconds!
Using standard viscometric techniques elastic effects are completely unobservable
in argon.
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Figure 2.5 The transient response of the Maxwell fluid to a step-function shear
rate is the integral of the memory function for the model, ηM(t)
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If we rewrite the Maxwell constitutive relation in the time domain using an
inverse Fourier–Laplace transform we see that:

PxyðtÞ ¼ �
ðt
0
ds hM ðt � sÞg ðsÞ: ð2:74Þ

In this equation hM ðtÞ is called the Maxwell memory function (Figures 2.5 and 2.6).
It is called a memory function because the shear stress at time t is not simply lin-
early proportional to the strain rate at the current time t, but to the entire strain rate
history, over times s where 0 � s � t. History dependent constitutive relations are
called nonMarkovian. A Markovian process is one in which the present state of the
system is all that is required to determine its future. The Maxwell model of visco-
elasticity describes nonMarkovian behaviour. The Maxwell memory function is
easily identified as an exponential:

hM ðtÞ ¼ G exp½�t=tM � ð2:75Þ

Although the Maxwell model of viscoelasticity is approximate, the basic idea that
liquids take a finite time to respond to changes in strain rate, or equivalently that
liquids remember their strain rate histories, is correct. The most general linear
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Figure 2.6 The transient response of the Maxwell model to a delta function strain
rate γ(t) = γ0d(0) is the memory function itself, ηM(t)
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relation between the strain rate and the shear stress for a homogeneous fluid can be
written in the time domain as:

PxyðtÞ ¼ �
ðt
0
dshðt � sÞg ðsÞ: ð2:76Þ

There is an even more general linear relation between stress and strain rate which is
appropriate in fluids, where the strain rate varies in space as well as in time:

Pxyðr; tÞ ¼ �
ðt
0
ds

ð
dr0 hðr� r0; t � sÞgðr0; sÞ: ð2:77Þ

We reiterate that the differences between these constitutive relations and the
Newtonian constitutive relation, Equations (2.56b), are only observable if the
strain rate varies significantly over either the time or length scales characteristic
of the molecular relaxation for the fluid. The surprise is not so much that the val-
idity of the Newtonian constitutive relation is limited. The more remarkable thing is
that, for example, in argon, the strain rates can vary in time from essentially zero
frequency to 1012 Hz, or in space from zero wavevector to 10−9 m−1, before
non-Newtonian effects are observable. It is clear from this discussion that analo-
gous corrections will be needed for all the other Navier–Stokes transport coeffi-
cients, if their corresponding thermodynamic fluxes vary on molecular time or
distance scales.
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3

The microscopic connection

3.1 Classical mechanics

In nonequilibrium statistical mechanics we seek to model transport processes
beginning with an understanding of the motion and interactions of individual
atoms or molecules. The laws of classical mechanics govern the motion of atoms
and molecules, so in this chapter we begin with a brief description of the mechanics
of Newton, Lagrange, and Hamilton. It is often useful to be able to treat constrained
mechanical systems. We will use a principle due to Gauss to treat many different
types of constraint – from simple bond-length constraints, to constraints on
kinetic energy. As we shall see, kinetic energy constraints are useful for construct-
ing various constant temperature ensembles. We will then discuss the Liouville
equation and its formal solution. This equation is the central vehicle of nonequili-
brium statistical mechanics. We will then need to establish the link between the
microscopic dynamics of individual atoms and molecules and the macroscopic
hydrodynamical description discussed in the last chapter. We will discuss two pro-
cedures for making this connection. The Irving and Kirkwood procedure relates
hydrodynamic variables to nonequilibrium ensemble averages of microscopic
quantities. A more direct procedure, which we will describe, succeeds in deriving
instantaneous expressions for the hydrodynamic field variables.

Newtonian mechanics

Classical mechanics (Goldstein, 1980) is based on Newton’s three laws of motion.
This theory introduced the concepts of a force and an acceleration. Prior to
Newton’s work, the connection had been made between forces and velocities.
Newton’s laws of motion were supplemented by the notion of force acting at a
distance. With the identification of the force of gravity and an appropriate initial
condition – initial coordinates and velocities – trajectories could be computed.
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Philosophers of science have debated the content of Newton’s laws, but when
augmented with a force which is expressible as a function of time, position, or poss-
ibly of velocity, those laws lead to the equation:

m€r ¼ Fðr; _r; tÞ, ð3:1Þ
which is well posed and possesses a unique solution.

Lagrangian mechanics

After Newton, scientists discovered different sets of equivalent laws or axioms
upon which classical mechanics could be based. More elegant formulations
based on D’Alembert’s principle are due to Lagrange and Hamilton. Newton’s
laws are less general than they might seem. For instance the position r, that
appears in Newton’s equation must be a Cartesian vector in a Euclidean space.
One does not have the freedom of, say, using angles as measures of position.
Lagrange solved the problem of formulating the laws of mechanics in a form
which is valid for generalized coordinates.

Let us consider a system with generalized coordinates q. These coordinates may
be Cartesian positions, angles, or any other convenient parameters that can be
found to uniquely specify the configuration of the system. The kinetic energy
T will, in general, be a function of the coordinates and their time derivatives q̇.
If V(q) is the potential energy, we define the Lagrangian to be L(q, q̇, t) :
T (q, q̇, t) � V(q). The fundamental dynamical postulate states that the motion of
a system is such that the action, S, is an extremum:

dS ¼ d

ðt1
t0

Lðq; _q; tÞdt ¼ 0: ð3:2Þ

Let q(t) be the coordinate trajectory that satisfies this condition then consider
q(t) þ dq(t) where dq(t) is an arbitrary variation of the coordinate trajectory. The
varied motion must be consistent with the fixed initial and final positions so that,
dq(t1) ¼ dq(t0) ¼ 0. We consider the change in the action due to this variation:

dS ¼
ðt1
t0

Lðqþ dq; _qþ d_q; tÞdt �
ðt1
t0

Lðq; _q; tÞdt

¼
ðt1
t0

@L

@q
dqþ @L

@_q
d_q

� �
dt: ð3:3Þ

Integrating the second term by parts gives:

dS ¼ @L

@_q
dq

� �t1
t0

þ
ðt1
t0

@L

@q
� d

dt

@L

@_q

� �� �
dqdt ð3:4Þ
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The first term vanishes because dq is zero at both endpoints. Since dq(t) is arbitrary
for t0 < t < t1, the only way that the variation in the action dS can vanish is if the
integrand is zero, thus:

@L

@q
� d

dt

@L

@_q

� �
¼ 0: ð3:5Þ

This is Lagrange’s equation of motion. If the coordinates are Cartesian, it is easy to
see that Lagrange’s equation reduces to Newton’s.

Hamiltonian mechanics

Although Lagrange’s equation has removed the special status attached to Cartesian
coordinates, it has introduced a new difficulty. The Lagrangian is a function of gen-
eralized coordinates, their time derivatives and possibly time. There is still a strong
physical significance attached to coordinates and velocities. Hamilton derived an
equivalent set of equations in which the roles played by coordinates and velocities
can be interchanged. Hamilton defined the canonical momentum p:

p ;
@Lðq; _q; tÞ

@_q
, ð3:6Þ

and introduced the function:

Hðq; p; tÞ ; _q
@L

@_q
� L ¼ _qp� L: ð3:7Þ

This function is, of course, now known as the Hamiltonian. Consider a change in
the Hamiltonian, which can be written as:

dH ¼ _qdpþ pd_q� dL: ð3:8Þ
The Lagrangian is a function of q, q̇, and t so that the change dL, can be written as:

dL ¼ @L

@q
dqþ @L

@_q
d_qþ @L

@t
dt: ð3:9Þ

Using the definition of the canonical momentum p, and substituting for dL, the
expression for dH becomes:

dH ¼ _qdp� @L

@q
dq� @L

@t
dt: ð3:10Þ

Lagrange’s equation of motion (3.5), rewritten in terms of the canonical
momenta is:

_p ¼ @L

@q
; ð3:11Þ

3.1 Classical mechanics 35



so that the change in H is:

dH ¼ _qdp� _pdq� @L

@t
dt: ð3:12Þ

Since the Hamiltonian is a function of q, p, and t, it is easy to see that Hamilton’s
equations of motion are:

_q ¼ @H

@p
and _p ¼ � @H

@q
: ð3:13Þ

If H has no explicit time dependence, its value is a constant of the motion.
A particularly nice formulation of Hamiltonian mechanics is obtained using

symplectic notation (José and Saletan, 1998), that is defining the 2n-dimensional
vector Γ : (q, p), where q and p are n-dimensional vectors of coordinates and
momenta. We will use this notation extensively throughout the book. The equations
of motion can then be written as:

_G ; _q
_p

� �
¼ 0 1
�1 0

� �
@H=@q
@H=@q

� �
¼ J

@H

@G
; ð3:14Þ

where in the 2n × 2n matrix J, 0 is the n × n null vector and 1 is the n × n identity
matrix.

We consider the transformation to a new set of canonical variables (q, p)) (Q,
P), or equivalently Γ ¼ GðnewÞ, and take ηi to be an arbitrary element of the vector Γ
and ζi to be an arbitrary element of GðnewÞ, then the time derivatives are related by:

_zi ¼
X2n
j¼1

@zi
@hj

_hj so _G
ðnewÞ ¼ M _G ¼ MJ

@H

@G
, ð3:15Þ

using Equation (3.14). The i, j element of Mij : ∂ ζi/∂ηj. The existence of the
inverse transformation HðGÞ ! HðGðnewÞÞ implies that:

@H

@hi
¼
X

j

@zj
@hi

@H

@zj
so

@H

@G
¼ MT @H

@GðnewÞ
, ð3:16Þ

where MT is the transpose of M. Combining Equations (3.15) and (3.16) gives:

_G
ðnewÞ ¼ MJMT @H

@GðnewÞ
or _z ¼ MJMT @H

@z
: ð3:17Þ

For the transformation to be canonical we require that _z ¼ J(∂H/∂ζ) thus:

MJMT ¼ J : ð3:18Þ
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This is the symplectic condition for the transformation to be canonical and if
M satisfies this condition, the dynamics is said to be symplectic. A particularly
important canonical transformation is that which corresponds to the time
evolution of the system and then the time evolution matrix derived from M is
symplectic.

Thermodynamic constraints

Apart from relativistic or quantum corrections, classical mechanics is thought to
give an exact description of motion. In this section our point of view will change
somewhat. Newtonian or Hamiltonian mechanics imply a certain set of constants
of the motion: energy, and linear and angular momentum. In thermodynamically
interesting systems, the natural fixed quantities are the thermodynamic state vari-
ables, the number of molecules N, the volume V, and the temperature T. At other
times it may be convenient to keep the pressure fixed rather than the volume.
Thermodynamically interesting systems usually exchange energy, momentum,
and mass with their surroundings. This means that within thermodynamic
systems none of the classical constants of the motion are actually constant.

Typical thermodynamic systems are characterized by fixed values of thermo-
dynamic variables: temperature, pressure, chemical potential, density, enthalpy,
or internal energy. The system is maintained at a fixed thermodynamic state (say
temperature) by placing it in contact with a reservoir, with which it exchanges
energy (heat) in such a manner as to keep the temperature of the system of interest
fixed. The heat capacity of the reservoir must be much larger than that of
the system, so that the heat exchanged with the reservoir does not affect the reser-
voir temperature.

Classical mechanics is an awkward vehicle for describing this type of
system. The only way that thermodynamic systems can be treated in Newtonian
or Hamiltonian mechanics is by explicitly modeling the system, the reservoir,
and the exchange processes. This is complex, tedious, and, as we will see below,
it is also unnecessary. We will now describe a little-known principle of classical
mechanics which is extremely useful for designing equations of motion which
are more useful thermodynamic systems. This principle does indeed allow us
to modify classical mechanics so that thermodynamic variables may be constants
of the motion.

The fundamental principles of mechanics

Just over 150 years ago, Gauss formulated a mechanics more general than
Newton’s. This mechanics has as its foundation Gauss’ principle of least constraint.
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Gauss (1829) referred to this as the most fundamental dynamical principle
(Whittacker, 1961; Pars, 1968). Pars constructs mechanics using one of three differ-
ent forms of what he calls the fundamental equation. Consider a general dynamical
system with N equations of motion, subject to m constraints. We need to introduce
the forces of constraint fi, so the equations of motion become mi €xi ¼ Fi þ fi. If we
consider a virtual displacement dxi, at fixed time, which is consistent with the con-
straints, and that the forces of constraint fi do no work on the system, we obtain the
first fundamental equation:

XN
i¼1

mi €xi � Fið Þdxi ¼ 0, ð3:19Þ

which is valid for an arbitrary virtual displacement. This is d’Alembert’s principle
which leads to Lagrange’s equations of motion.

To obtain the second form of the fundamental equation, consider the same
configuration, and the same instant of time, two different velocities for the
system _x1; _x2; . . . ; _xN and _x1 þ D_x1; _x2 þ D_x2; . . . ; _xN þ D_xN . The (finite) velocity
variations D_x1; . . . ;D_xN then satisfy the second form of the fundamental equation
(Jourdain, 1908):

XN
i¼1
ðmi €xi � FiÞD_xi ¼ 0: ð3:20Þ

In this form both the configuration and time are given, and we consider the
difference (either finite or infinitesimal) between any two possible velocities for
the system.

The third form of the fundamental equation is obtained by considering two
possible motions from the same configuration and velocity at time t, with different
accelerations, €x and €xþ D€x. The (finite) acceleration-variations D€x1; . . . ;D€xN
satisfy the equations for the virtual displacement, and we may write:

XN
i¼1
ðmi €xi � FiÞD€xi ¼ 0, ð3:21Þ

(used by Gauss and Gibbs). To summarise, in the first form we consider an infini-
tesimal virtual displacement from a given configuration. In the second form the
configuration is not varied, and we use the difference between any two possible
velocities. In the third form both coordinates and velocities are unvaried, and we
use the difference between any two possible accelerations.
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Gauss’ principle of least constraint

Suppose the position and velocity of the system are given, and consider the square
of the curvature C, regarded as a function of the accelerations:

Cð€xÞ ¼ 1

2

XN
i¼1

mi €xi � Fi

mi

� �2

ð3:22Þ

The values of €x considered are those that are possible for the system. Gauss’
principle of least constraint states that the actual acceleration is that for which
C is a minimum. If we consider a variation of €xi to €xi þ D€xi, then the proof is
straightforward as:

DC ¼ 1

2

XN
i¼1

miðD€xiÞ2 þ
XN
i¼1
ðmi €xi � FiÞD€xi: ð3:23Þ

If €xi is the actual physical acceleration then the last term is zero using the third
fundamental form, and any variation about €xi increases C. To find the equations
of motion for a given system we need only the less powerful result that C is station-
ary for the actual motion dC ¼ 0. Notice that in the application of Gauss’ principle
we are concerned with the simple algebraic problem of minimizing a quadratic
form, the curvature C.

C is a function of the set of accelerations f€rg. Gauss’ principle states that the
actual physical acceleration corresponds to the minimum value of C. Clearly if
the system is not subject to a constraint then C ¼ 0 and the system evolves
under Newton’s equations of motion.

The types of constraints which might be applied to a system fall naturally into
two types, holonomic and nonholonomic. A holonomic constraint is usually a con-
straint on the coordinates which can be integrated out or removed from the
equations of motion. For instance, if a certain generalised coordinate is fixed, its
conjugate momentum is zero for all time, so we can simply consider the
problem in the reduced set of unconstrained variables. We need not be conscious
of the fact that a force of constraint is acting upon the system to fix the coordinate
and the momentum. An analysis of the two-dimensional motion of an ice skater
need not refer to the fact that the gravitational force is exactly resisted by the
stress on the ice surface fixing the vertical coordinate and velocity of the ice
skater. We can ignore these degrees of freedom.

Nonholonomic constraints usually involve velocities. These constraints are not
integrable and generally will do work on the system. Thermodynamic constraints
are invariably nonholonomic (Morriss and Dettmann, 1998). We can write a
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general constraint as:

gðr; _r; tÞ ¼ 0 ð3:24Þ

where g is a function of positions, velocities, and possibly time. Either type of con-
straint function, holonomic or nonholonomic, can be written in this form with the
equality replaced by an inequality. If this equation is differentiated with respect to
time, once for nonholonomic constraints and twice for holonomic constraints we
see that:

nðr; _r; tÞ � €r ¼ sðr; _r; tÞ: ð3:25Þ

We refer to this equation as the differential constraint equation and it plays a
fundamental role in Gauss’ principle of least constraint. It is the equation for a
plane, which we refer to as the constraint plane. n is the vector normal to the con-
straint plane (Figure 3.1).

Our problem is to solve Newton’s equation subject to the constraint. Newton’s
equation gives us the acceleration in terms of the unconstrained forces. The differ-
ential constraint equation places a condition on the acceleration vector for the
system. The differential constraint equation says that the constrained acceleration
vector must terminate on a hyper-plane in the 3N-dimensional acceleration space
(Equation 3.25).

Imagine for the moment that at some initial time the system satisfies the
constraint equation g ¼ 0. In the absence of the constraint the system would
evolve according to Newton’s equations of motion, where the acceleration is
given by:

m€rui ¼ zi: ð3:26Þ

N U

A

n(r,r
.
,t)

Figure 3.1 Gauss’ principle of least constraint
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This trajectory would, in general, not satisfy the constraint. Further, the constraint
function g tells us that the only accelerations which do continuously satisfy the
constraint are those which terminate on the constraint plane. To obtain the con-
strained acceleration we must project the unconstrained acceleration back into
the constraint plane.

Gauss’ principle of least constraint gives us a unique prescription for construct-
ing this projection. Gauss’ principle states that the trajectories actually followed
are those which deviate as little as possible, in a least squares sense, from the
unconstrained Newtonian trajectories. The projection which the system actually
follows is the one which minimizes the magnitude of the constraint force. This
means that the force of constraint must be parallel to the normal of the constraint
surface. The Gaussian equations of motion are then:

€ri ¼ zi � ln; ð3:27Þ

where λ is a Gaussian multiplier which is a function of position, velocity, and time.
To calculate the multiplier we use the differential form of the constraint function.

Substituting for the acceleration we obtain:

l ¼ n � z� s

n � n : ð3:28Þ

It is worthwhile at this stage to make a few comments about the procedure outlined
above. First, notice that the original constraint equation is never used explicitly.
Gauss’ principle only refers to the differential form of the constraint equation.
This means that the precise value of the constrained quantity is undetermined.
The constraint acts only to stop its value changing. In the holonomic case
Gauss’ principle and the principle of least action are, of course, completely equiv-
alent. In the nonholonomic case the equations resulting from the application of
Gauss’ principle cannot be derived from a Hamiltonian and the principle of least
action cannot be used to derive constraint-satisfying equations. In the nonholo-
nomic case, Gauss’ principle does not yield equations of motion for which the
work done by the constraint forces is a minimum.

The derivation of constrained equations of motion given above is geometric.
From an operational point of view, a much simpler derivation of constrained
equations of motion is possible using Lagrange multipliers. The square of the cur-
vature C is a function of accelerations only (the Cartesian coordinates and velocities
are considered to be given parameters). Gauss’ principle reduces to finding the
minimum of C, subject to the constraint. The constraint function must also be
written as a function of accelerations, but this is easily achieved by differentiating
with respect to time. If G is the acceleration dependent form of the constraint, then
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the constrained equations of motion are obtained from:

@

@€r
ðC � lGÞ ¼ 0: ð3:29Þ

It is easy to see that the Lagrange multiplier λ is (apart from the sign) equal to the
Gaussian multiplier. We will illustrate Gauss’ principle by considering some useful
examples.

Gauss’ principle for holonomic constraints

The most common type of holonomic constraint in statistical mechanics is probably
that of fixing bond lengths and bond angles in molecular systems. The vibrational
degrees of freedom typically have a period which is orders of magnitude faster than
the translational degrees of freedom, and are therefore often irrelevant to the pro-
cesses under study. As an example of the application of Gauss’ principle of least
constraint for holonomic constraints we consider a diatomic molecule with a
fixed bond length. The generalisation of this method to more than one bond
length is straightforward (see Edberg et al., 1986) and the application to bond
angles is trivial since they can be formulated as second-nearest-neighbour distance
constraints. The constraint function for a diatomic molecule is that the distance
between sites 1 and 2 be equal to d12, that is:

gðr; _r; tÞ ¼ r212 � d212 ¼ 0; ð3:30Þ
where we define r12 to be the vector from r1 to r2, (r12 : r2 � r1). Differentiating
twice with respect to time gives the acceleration-dependent constraint equation:

r12 � €r12 þ ð_r12Þ2 ¼ 0: ð3:31Þ
To obtain the constrained equations of motion we minimise the function C subject
to the constraint Equation (3.3). That is:

@

@€ri

m1

2
€r1 � F1

m1

� �2

þm2

2
€r2 � F2

m2

� �2

� lðr12 � €r12 þ ð_r12Þ2Þ
( )

¼ 0: ð3:32Þ

For i equal to 1 and 2 this gives:

m1 €r1 ¼ F1 � lr12,
m2 €r2 ¼ F2 þ lr12:

ð3:33Þ

Notice that the extra constraint terms in these equations have opposite signs, thus
total constraint force on each molecule is zero and the momentum of the molecule
is conserved. To obtain an expression for the multiplier λ we combine these two
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equations to give an equation of motion for the bond vector r12:

€r12 ¼ F2

m2
� F1

m1

� �
þ l

1

m2
þ 1

m1

� �
r12: ð3:34Þ

Substituting this into the differential form of the constraint function (3.24) gives:

l ¼ � r12 � ðm1F2 � m2F1Þ þ m1m2 _r
2
12

ðm1 þ m2Þr212
: ð3:35Þ

It is very easy to implement these constrained equations of motion as the multiplier
is a simple explicit function of the positions, velocities, and Newtonian forces. For
more complicated systems with multiple bond-length and bond-angle constraints
(all written as distance constraints) we obtain a set of coupled linear equations to
solve for the multipliers (Edberg et al., 1986; Morriss and Evans, 1991).

Gauss’ principle for nonholonomic constraints

One of the simplest and most useful applications of Gauss’ principle is to derive
equations of motion for which the kinetic temperature is a constant of the
motion (Evans et al., 1983). Here the constraint function is:

gðr; _r; tÞ ¼
XN
i¼1

1

2
mi _r

2
i �

3

2
NkBT ¼ 0: ð3:36Þ

Differentiating once with respect to time gives the equation for the constraint plane:

XN
i¼1

mi _ri � €ri ¼ 0: ð3:37Þ

Therefore to obtain the constrained Gaussian equations we minimise C subject to
the constraint Equation (3.37). That is:

@

@€ri

1

2

XN
j¼1

mj €rj � Fj

mj

� �2

þ l
XN
j¼1

mj _rj � €rj
 !

¼ 0: ð3:38Þ

This gives:

mi €ri ¼ Fi � lmi _ri: ð3:39Þ
Substituting the equations of motion into the differential form of the constraint
equation, we find that the multiplier is given by:

l ¼
PN

i¼1 Fi � _riPN
i¼1mi _r

2
i

: ð3:40Þ
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As before, λ is a simple function of the forces and velocities so that the
implementation of the constant kinetic energy constraint in a molecular dynamics
computer program only requires a trivial modification of the equations of motion.
Equations (3.39 and 3.40) constitute what have become known as theGaussian iso-
kinetic equations of motion. These equations were first proposed simultaneously
and independently by Hoover et al. (1982) and Evans (1983a). In these original
papers Gauss’ principle was, however, not referred to. It was a year before the con-
nection with Gauss’ principle was made.

With regard to the general application of Gauss’ principle of least constraint one
should always examine the statistical mechanical properties of the resulting
dynamics. If one applies Gauss’ principle to the problem of maintaining a constant
heat flow, then a comparison with linear response theory shows that the Gaussian
equations of motion cannot be used to calculate thermal conductivity (Hoover,
1986). The correct application of Gauss’ principle is limited to arbitrary holonomic
constraints and apparently, to nonholonomic constraint functions which are homo-
geneous functions of the momenta.

3.2 Phase space

To give a complete description of the state of a three-dimensional N-particle system
at any given time, it is necessary to specify the 3N coordinates and 3N momenta.
The 6N dimensional space of coordinates and momenta is called phase space (or
Γ-space). As time progresses the phase point Γ : (q, p) traces out a path which
we call the phase-space trajectory (Figure 3.2) of the system. As the equations of
motion for Γ are 6N first-order differential equations, there are 6N constants of

Γ(t ) =  x1(t ),y1(t ),z1(t ),...,pxN(t ),pyN(t ),pzN(t )

px1

x1

y1

6N-dimensional Γ space

Figure 3.2 Phase space trajectory in 6N-dimensional phase space is a path para-
meterized by the time
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integration (they may be, for example, the 6N initial conditions Γ(0)). Rewriting the
equations of motion in terms of these constants shows that the trajectory of Γ is
completely determined by specifying these 6N constants. An alternate description
of the time evolution of the system is given by the trajectory in the extended
Γ0-space, where Γ0 ¼ (Γ, t). As the 6N initial conditions uniquely determine the
trajectory, two points in phase space with different initial conditions form distinct
non-intersecting trajectories in Γ0-space.

To illustrate the ideas of Γ-space and Γ0-space, it is useful to consider one of
the simplest mechanical systems, the harmonic oscillator. The Hamiltonian for
the harmonic oscillator is H ¼ 1

2ðkx2 þ p2=mÞ where m is the mass of the oscillator
and k is the spring constant. The equations of motion are:

_x ¼ @H

@p
¼ p

m
;

_p ¼ � @H

@x
¼ �kx;

ð3:41Þ

and the energy (or the Hamiltonian) is a constant of the motion. The Γ-space for this
system is two-dimensional (x, p) and the Γ-space trajectory is given by

ðxðtÞ; pðtÞÞ ¼ x0 cosvt þ p0
mv

sinvt; p0 cosvt � mvx0 sinvt
� �

: ð3:42Þ

The constants x0 and p0 are the two integration constants written, in this case, as an
initial condition. The frequency ω is related to the spring constant and mass by
ω2 ¼ k/m. The Γ-space trajectory is an ellipse:

m2v2xðtÞ2 þ pðtÞ2 ¼ m2v2x20 þ p20 ¼ 2mE; ð3:43Þ

which has intercepts on the x-axis at +ðx20 þ p20=m
2v2Þ1=2 and intercepts on the

p-axis at +ðp20 þ m2v2x20Þ1=2. The period of the motion is T ¼ 2π/ω ¼ 2π(m/k)1/2.
This is the surface of constant energy for the harmonic oscillator. Any oscillator
with the same energy must traverse the same Γ space trajectory, that is another
oscillator with the same energy, but different initial starting points (x0, p0) will
follow the same ellipse, but with a different initial phase angle.

The trajectory in Γ0-space is an elliptical coil, and the constant energy surface in
Γ0-space is an elliptical cylinder, and oscillators with the same energy start from
different points on the ellipse at time zero (corresponding to different initial
phase angles) and wind around the elliptical cylinder. The trajectories in Γ0-space
are nonintersecting. If two trajectories in Γ0-space meet at time t, then the two tra-
jectories must have had the same initial condition. As the choice of time origin is
arbitrary, the trajectories must be the same for all time.
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In Γ-space the situation is somewhat different. The trajectory for the harmonic
oscillator winds around the ellipse, returning to its initial phase point (x0, p0) after a
time T. The period of time taken for a system to return to (or to within an ε-neigh-
bourhood of) its initial starting phase is called the Poincaré recurrence time. For a
simple system, such as the harmonic oscillator, the recurrence time is trivial to cal-
culate, but for higher-dimensional systems, the recurrence time quickly exceeds the
estimated age of the universe.

3.3 Distribution functions and the Liouville equation

In the first few sections of this chapter we have given a description of the mechanics
of individual N-particle systems. The development which follows describes an
ensemble of such systems; that is an essentially infinite number of systems charac-
terized by identical dynamics and identical state variables (N, V, E, or T etc.) but
different initial conditions (Γ(0)). We wish to consider the average behavior of a
collection of macroscopically identical systems distributed over a range of initial
states (microstates). In generating the ensemble we make the usual assumptions
of classical mechanics (Tolman, 1979). We assume that it is possible to know all
the positions and momenta of an N-particle system to arbitrary precision at some
initial time, and that the motion can be calculated exactly from the equations of
motion.

The ensemble contains an infinite number of individual systems so that the
number of systems in a particular state may be considered to change continuously
as we pass to neighboring states. This assumption allows us to define a density
function f(Γ, t), which assigns a probability to points in phase space. Implicit in
this assumption is the requirement that f(Γ, t) has continuous partial derivatives
with respect to all its variables; otherwise the phase density will not change con-
tinuously as we move to neighboring states. If the system is Hamiltonian and all
trajectories are confined to the energy surface, then f(Γ, t) will not have continuous
partial derivatives with respect to energy. Problems associated with this particular
source of discontinuity can obviously be avoided by eliminating the energy as a
variable, and considering f(Γ, t) to be a density function defined on a surface of con-
stant energy (effectively reducing the dimensionality of the system). However, it is
worth pointing out that other sources of discontinuity in the phase space density
may not be so easily removed.

To define a distribution function for a particular system we consider an ensemble
of identical systems whose initial conditions span the phase space specified by
the macroscopic constraints. We consider an infinitesimal element of phase space
located at Γ: (q, p). The fraction of systems dN, which at time t have coordinates
and momenta within dq, dp of q, p, is used to define the phase space distribution
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function f(q, p, t), by:

dN ¼ f ðq; p; tÞdqdp: ð3:44Þ

The total number of systems in the ensemble is fixed, so integrating over the whole
phase space we can normalize the distribution function:

1 ¼
ð
f ðq; p; tÞdqdp: ð3:45Þ

If we consider a small volume element of phase space, the number of trajectories
entering the rectangular volume element dqdp through some face will, in
general, be different from the number which leave through an opposite face. For
the faces normal to the q1-axis, located at q1, and q1þ dq1, the fraction of ensemble
members entering the first face is:

f ðq1; . . . ; tÞ_q1ðq1; . . . ; tÞdq2; . . . ; dq3Ndp: ð3:46Þ

Similarly the fraction of points leaving through the second face is:

f ðq1 þ dq1; . . . ; tÞ_q1ðq1 þ dq1; . . . ; tÞdq2; . . . ; dq3Ndp

� f ðq1; . . . ; tÞ þ @f

@q1
dq1

� �
_q1ðq1 þ dq1; . . . ; tÞ þ @_q1

@q1
dq1

� �
dq2; . . . ; dq3Ndp:

ð3:47Þ

Combining these expressions gives the change in dN due to fluxes in the q1
direction:

d

dt
dNq1 ¼ � _q1

@f

@q1
þ f

@_q1
@q1

� �
dqdp: ð3:48Þ

Summing over all coordinate (and momentum) directions gives the total fractional
change dN as:

d

dt
dN ¼ �

XN
i¼1

f
@

@qi
� _qi þ

@

@pi
� _pi

� �
þ _qi �

@f

@qi
þ _pi

@f

@pi

� �
dqdp: ð3:49Þ

Dividing through by the phase space volume element dqdp we obtain the rate of
change in density f(q, p), at the point (q, p):

1

dqdp
d

dt
dN ¼ @

@t

dN

dqdp

� �
¼ @f

@t

����
q;p

: ð3:50Þ
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Using the notation, G ¼ ðq; pÞ ¼ ðq1; q2; . . . ; q3N ; p1; p2; . . . ; p3N Þ for the
6N-dimensional phase point, this may be written as:

@f

@t

����
G

¼ �f @

@G
� _G� _G � @f

@G
¼ � @

@G
� f _G
� �

: ð3:51Þ

This is the Liouville equation for the phase-space distribution function. Using
the streaming or total time derivative of the distribution function, we can rewrite
the Liouville equation in an equivalent form as:

df

dt
¼ @f

@t
þ _G � @f

@G
¼ �f @

@G
� _G ¼ �fLðGÞ: ð3:52Þ

This equation has been obtained without reference to the equations of motion. Its
correctness does not require the existence of a Hamiltonian to generate the
equations of motion. The equation rests on two conditions: that ensemble
members cannot be created or destroyed, and that the distribution function is suffi-
ciently smooth that the appropriate derivatives exist. L(Γ) is called the phase-space
compression factor since it is equal to the negative time derivative of the logarithm
of the phase-space distribution function:

d

dt
lnð f ðG; tÞÞ ¼ �LðGÞ: ð3:53Þ

The Liouville equation is usually written in a slightly simpler form. If the
equations of motion can be generated from a Hamiltonian, then it is a simple
matter to show that L(Γ) ¼ 0. This is so even in the presence of external fields,
which may be driving the system away from equilibrium by performing work on
the system:

LðGÞ ¼
XN
i¼1

@

@qi
� _qi þ

@

@pi
� _pi

� �
¼
XN
i¼1

@

@qi
� @H
@pi
� @

@pi
� @H
@qi

� �
¼ 0: ð3:54Þ

The existence of a Hamiltonian is a sufficient, but not necessary, condition for
the phase-space compression factor to vanish. If phase space is incompressible
then the Liouville equation takes on its simplest form:

df

dt
¼ 0: ð3:55Þ

Time evolution of the distribution function

The following sections will be devoted to developing a formal operator algebra for
manipulating the distribution function and averages of mechanical phase variables.
This development is an extension of the treatment given by (Berne, 1977), which
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is applicable to Hamiltonian systems only. We will use the compact operator
notation:

@f

@t
¼ �iL f ¼ � @

@G
� _Gþ _G � @

@G

� �
f ; ð3:56Þ

for the Liouville equation, Equation (3.51). The operator iL is called the
distribution function (or f-) Liouvillean. Both the distribution function f, and the
f-Liouvillean are functions of the initial phase Γ. We assume that there is no explicit
time dependence in the equations of motion. Using this notation we can write
the formal solution of the Liouville equation for the time dependent N-particle
distribution function f(Γ, t) as:

f ðG; tÞ ¼ exp½�iLt� f ðG; 0Þ; ð3:57Þ
where f(Γ, 0), is the initial distribution function. This representation for the distri-
bution function contains the exponential of an operator, which is a symbolic
representation for the infinite series of operators. The f-propagator is defined as:

exp½�iLt� ¼
X1
n¼0

ð�tÞn
n!
ðiLÞn: ð3:58Þ

The formal solution given above can therefore be written as:

f ðtÞ ¼
X1
n¼0

ð�tÞn
n!
ðiLÞnf ð0Þ ¼

X1
n¼0

ð�tÞn
n!

@n

@tn
f ð0Þ: ð3:59Þ

This form makes it clear that the formal solution derived above is the Taylor
series expansion of the explicit time dependence of f(Γ, t), about f(Γ, 0).

Time evolution of phase variables

We will need to consider the time evolution of functions of the phase of the system.
Such functions are called phase variables. An example would be the phase variable
for the internal energy of a system, H0ðGÞ ¼

P
i p

2
i

	
2mi þFðq1; . . . ; qnÞ.

Phase variables, by definition, do not depend on time explicitly, their time depen-
dence comes solely from the time dependence of the phase Γ. Using the chain rule,
the equation of motion for an arbitrary phase variable B(Γ) can be written as:

_BðGÞ ¼ _G � @
@G

B ¼
XN
i¼1

_qi �
@

@qi
þ _pi �

@

@pi

� �
BðGÞ ; iLðGÞBðGÞ: ð3:60Þ

The operator associated with the time derivative of a phase variable iL(Γ) is
referred to as the phase variable (or p-) Liouvillean. The formal solution of this
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equation can be written in terms of the p-propagator, exp[iLt]. This gives the value
of the phase variable as a function of time:

BðtÞ ¼ exp½iLt�Bð0Þ: ð3:61Þ
This expression is very similar in form to that for the distribution function. It is the
Taylor series expansion of the total time dependence of B(t), expanded about
B(0). If the phase-space compression factor L(Γ) is identically zero then the
p-Liouvillean is equal to the f-Liouvillean, and the p-propagator is simply the
adjoint or Hermitian conjugate of the f-propagator. In general, this is not the case.

Properties of Liouville operators

In this section we will derive some of the more important properties of the Liouville
operators. These will lead us naturally to a discussion of various representations of
the properties of classical systems. The first property we shall discuss relates the
p-Liouvillean to the f-Liouvillean as follows,ð

dGf ð0ÞiLBðGÞ ¼ �
ð
dGBðGÞiLf ð0Þ: ð3:62Þ

This is true for an arbitrary distribution function f(0). To prove this identity the LHS
can be written as:ð

dG f ðGÞ _G � @
@G

BðGÞ ¼ ½ f ðGÞ _GBðGÞ�S �
ð
dGBðGÞ @

@G
�ð f ðGÞ _GÞ

¼ �
ð
dGBðGÞ _G � @

@G
þ @

@G
� _G

� �
f ðGÞ

¼ �
ð
dGBðGÞ iLf ðGÞ: ð3:63Þ

The boundary term (or surface integral) is zero because f(S)→ 0 as any component
of the momentum goes to infinity, and f can be taken to be periodic in all coordi-
nates. If the coordinate space for the system is bounded, then the surface S is the
system boundary, and the surface integral is again zero as there can be no flow
through the boundary.

Equations (3.62 and 3.63) show that L,L are adjoint operators. If the equations
of motion are such that the phase space compression factor, (3.53) is identically
zero, then obviously L¼L and the Liouville operator is self-adjoint, orHermitian.

Schrödinger and Heisenberg representations

We can calculate the value of a phase variable B(t) at time t by following B as it
changes along a single trajectory in phase space. The average kB(Γ(t))l can then
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be calculated by summing the values of B(t) with a weighting factor determined by
the probability of starting from each initial phase Γ. These probabilities are chosen
from an initial distribution function f(Γ, 0). This is the Heisenberg picture of phase
space averages:

kBðtÞl ¼
ð
dGBðtÞ f ðGÞ ¼

ð
dG f ðGÞ exp½iLt�BðGÞ: ð3:64Þ

The Heisenberg picture (Figure 3.3) is exactly analogous to the Lagrangian
formulation of fluid mechanics; we can imagine that the phase space mass point
has a differential box dΓ surrounding it which changes shape (and volume for a
compressible fluid) with time as the phase point follows its trajectory. The

Figure 3.3 The Schrödinger–Heisenberg equivalence
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probability of the differential element, or mass f(Γ)dΓ remains constant, but the
value of the observable changes implicitly in time.

The second view is the Schrödinger, or distribution-based picture (Figure 3.4). In
this case we note that kB(t)l can be calculated by sitting at a particular point in phase
space and calculating the density of ensemble points as a function of time. This will
give us the time dependent N-particle distribution function f(Γ, t). The average of B
can now be calculated by summing the values of B(Γ), but weighting these values
by the current value of the distribution function at that place in phase space. Just as
in the Eulerian formulation of fluid mechanics, the observable takes on a fixed
value B(Γ) for all time, while mass points with different probability flow through
the box:

kBðtÞl ¼
ð
dGBðGÞf ðG; tÞ ¼

ð
dGBðGÞ exp½�iLt� f ðG; 0Þ: ð3:65Þ

The average value of B changes with time as the distribution function changes.
The average of B is computed by multiplying the value of B(Γ) by the probability
of finding the phase point Γ at time t, that is f(Γ, t).

As we have just seen these two pictures are, of course, equivalent. One can
also prove their equivalence using the Liouville equation. This proof is obtained
by successive integrations by parts, or equivalently by repeated applications of
Equation (3.62). Consider:

ð
dGf ðGÞBðtÞ ¼

ð
dGf ðGÞ exp½iLt�BðGÞ ¼

X1
n¼0

1

n!

ð
dGf ðGÞðiLtÞnBðGÞ

¼
X1
n¼0

1

n!

ð
dGf ðGÞ t _G � @

@G

� �n

BðGÞ: ð3:66Þ

A(t)
τ

Δt Δt

t1

〈〈A(0)A(Δt)〉 = — ΣA(ti) A(ti  + Δt),   ti = 0, τ, 2τ,...  

Time
t2t1 + Δt t2 + Δt

1
Nτ

Nτ

i=1

Figure 3.4 Equilibrium autocorrelation function of a real variable A. For samples
to be independent kAð0ÞAðtÞl� kAð0Þ2l
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One can unroll each p-Liouvillean in turn from the phase variable to the
distribution function (for the first transfer we consider (iL)n�1 B to be a composite
phase variable) so that Equation (3.66) becomes:

¼
X1
n¼0

1

n!

ð
dG �t @

@G
� _Gf ðGÞ
� �� �

t _G � @
@G

� �n�1
BðGÞ: ð3:67Þ

This is essentially the property of phase and distribution-function Liouvilleans
which we have already proved, applied to the nth Liouvillean. Repeated application
of this result leads to:

¼
X1
n¼0

ð�tÞn
n!

ð
dG

@

@G
� _G

� �n

f ðGÞ
� �

BðGÞ ¼
ð
dGBðGÞ exp½�iLt� f ðGÞ:

So finally we have the result,

ð
dGf ðGÞBðtÞ ¼

ð
dGBðGÞf ðG; tÞ: ð3:68Þ

The derivation we have used assumes that the Liouvillean for the system has no
explicit time dependence. Our present derivation makes no other references to
the details of either the initial distribution function, or the equations of motion
for the system. This means that these results are valid for systems subject to
time-independent external fields, whether or not those equations are derivable
from a Hamiltonian. These results are also independent of whether or not the
phase-space compression factor vanishes identically.

A final point that can be made concerning the Schrödinger and Heisenberg
pictures is that these two ways of computing phase averages by no means
exhaust the range of possibilities. The Schrödinger and Heisenberg pictures
differ in terms of the time chosen to calculate the distribution function, f(Γ, t). In
the Heisenberg picture that time is zero while in the Schrödinger picture the time
is t. One can, of course, develop intermediate representations corresponding to
any time between zero and t (e.g. the interaction representation).

3.4 Ergodicity, mixing, and Lyapunov exponents

For many systems it is apparent that after possible initial transients lasting a time t0,
the N-particle distribution function f(Γ, t), becomes essentially time independent.
This is evidenced by the fact that the macroscopic properties of the system relax
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to fixed average values. This obviously happens for equilibrium systems. It also
occurs in some nonequilibrium systems, so-called nonequilibrium steady states.
We will call all such systems stationary.

For a stationary system, we may define the ensemble average of a phase variable
B(Γ), using the stationary distribution function f(Γ), so that:

kBl ¼
ð
dGf ðGÞBðGÞ: ð3:69Þ

On the other hand we may define a time average of the same phase variable as:

kBlt ¼ lim
T!1

1

T

ðt0þT
t0

dtBðtÞ, ð3:70Þ

where t0 is the relaxation time required for the establishment of the stationary
state. An ergodic system is a stationary system for which the ensemble and time
averages of usual phase variables, exist and are equal. By usual we mean phase-
variable representations of the common macroscopic thermodynamic variables
(see Section 3.7).

Example: We can give a simple example of ergodic flow if we take the energy
surface to be the two-dimensional unit square 0 < p < 1 and 0 < q < 1. We shall
assume that the equations of motion are given by:

_p ¼ a; _q ¼ 1, ð3:71Þ

and we impose periodic boundary conditions on the system. These equations of
motion can be solved to give:

pðtÞ ¼ p0 þ at; qðtÞ ¼ q0 þ t: ð3:72Þ

The phase-space trajectory on the energy surface is given by eliminating t from
these two equations:

p ¼ p0 þ aðq� q0Þ: ð3:73Þ

If α is a rational number, α ¼ m/n, then the trajectory will be periodic and
will repeat after a period T ¼ n. If α is irrational, then the trajectory will be
dense on the unit square, but will not fill it. When α is irrational the system
is ergodic. To show this explicitly, consider the Fourier series expansion of an
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arbitrary phase function A(q, p):

Aðq; pÞ ¼
X1

j;k¼�1
Ajk exp½2pið jqþ kpÞ�: ð3:74Þ

We wish to show that the time average and phase average of A(q, p) are equal for α
irrational. The time average is given by:

kAlt ¼ lim
T!1

1

T

ðt0þT
t0

dt
X1

j;k¼�1
Ajk exp½2pið jðq0 þ tÞ þ kð p0 þ atÞÞ�

¼ A00 þ lim
T!1

1

T

X1
j;k=0

Ajk exp½2pið jðq0 þ t0Þ þ kð p0 þ at0ÞÞ�

� e2pið jþakÞT � 1

2pið jþ akÞ : ð3:75Þ

For irrational α, the denominator can never be equal to zero, therefore:

kAlt ¼ A00: ð3:76Þ
Similarly we can show that the phase-space average of A is:

kAlqp ¼
ð1
0
dq

ð1
0
dp Aðq; pÞ ¼ A00 ð3:77Þ

and hence the system is ergodic. For rational α, the denominator in Equation (3.75)
does become singular for a particular jk-mode. The system is in the pure state
labelled by jk. There is no mixing.

Ergodicity does not guarantee the relaxation of a system toward a stationary
state. Consider a probability density which is not constant over the unit square,
for example let f(q, p, t ¼ 0) be given by:

f ðq; p; 0Þ ¼ sinðpp0Þ sinðpq0Þ; ð3:78Þ

then at time t, under the above dynamics (with irrational α), it will be:

f ðq; p; tÞ ¼ sinðp ð p0 � atÞÞ sinðp ðq0 � tÞÞ: ð3:79Þ

The probability distribution is not changed in shape, it is only displaced. It has also
not relaxed to a time-independent equilibrium distribution function. However, after
an infinite length of time it will have wandered uniformly over the entire energy
surface. It is therefore ergodic, but it is termed nonmixing.
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It is often easier to show that a system is not ergodic, rather than to show that it is
ergodic. For example, the phase space of a system must be metrically transitive for
it to be ergodic. That is, all of phase space, except possibly a set of measure zero,
must be accessible to almost all the trajectories of the system. The reference to
almost all is because of the possibility that a set of initial starting states of
measure zero may remain forever within a subspace of phase space, which is
itself of measure zero. Ignoring the more pathological cases, if it is possible to
divide phase space into two (or more) finite regions of nonzero measure, so that
trajectories initially in a particular region remain there forever, then the system is
not ergodic. A typical example would be a system in which a particle was
trapped in a certain region of configuration space. Later we shall see examples
of this specific type.

Lyapunov exponents

If we consider two harmonic oscillators (see Section 3.2) which have the same
frequency ω, but different initial conditions (x1, p1) and (x0, p0), we can define
the distance between the two phase points at any time by:

dðtÞ ¼ kGk ¼ ðG � GÞ12 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðx1ðtÞ � x0ðtÞÞ2 þ ð p1ðtÞ � p0ðtÞÞ2

m2v2

s
, ð3:80Þ

where xi(t) and pi(t) are the position and momenta of oscillator i, at time t. Using the
equation of motion for the trajectory of the harmonic oscillator (Equation 3.42), we
see that this distance is given by:

dðtÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðx1ð0Þ � x0ð0ÞÞ2 þ ð p1ð0Þ � p0ð0ÞÞ2

m2v2

s
¼ dð0Þ: ð3:81Þ

This means that the trajectories of two independent harmonic oscillators always
remain the same distance apart in Γ-space. This is not the typical behavior of a non-
linear system. The neighboring trajectories of most N-body nonlinear systems tend
to move apart with time. Indeed, it is clear that if a system is to be mixing, then the
separation of neighboring trajectories is a precondition. Chains of weakly coupled
harmonic oscillators are an exception to the generally observed trajectory separ-
ation. This was a cause of some concern in the earliest dynamical simulations
(Fermi et al., 1955).

As the separation between neighboring trajectories can be easily calculated in a
classical mechanical simulation, this has been used to obtain quantitative measures
of the mixing properties of nonlinear many-body systems. If we consider two
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N-body systems composed of particles which interact via identical sets of inter-
particle forces, but whose initial conditions differ by a small amount, then the
phase-space separation is observed to change exponentially as:

dðtÞ ;
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðG1ðtÞ � G2ðtÞÞ2

q
ffi c exp½lt�: ð3:82Þ

At intermediate times the exponential growth of d(t) will be dominated by the
fastest growing direction in phase space (which, in general, will change continu-
ously with time). This equation defines the largest Lyapunov exponent λ for the
system (λ is defined to be real, so any oscillating contribution is ignored). For
the harmonic oscillator the phase separation is a constant of the motion and there-
fore the Lyapunov exponent λ is zero. Strictly, the exponential growth of trajectory
separation is for initially infinitesimal displacements d(0).

The largest Lyapunov exponent indicates the rate of growth of trajectory
separation in phase space. If we consider a third phase point Γ2(t), which is con-
strained such that the vector between Γ0 and Γ1, d1¼ Γ1� Γ0, is always orthogonal
to the vector between Γ0 and Γ2, d2 ¼ Γ2 � Γ0, then we can follow the rate of
change of an infinitesimal two-dimensional phase-space area, V2(t) ¼ d2(t)·d1(t).
The rate of change of the volume element is given by:

V2ðtÞ ¼ V2ð0Þ exp½ðl1 þ l2Þt�: ð3:83Þ

As the value of λ1 is known, this defines the second largest Lyapunov exponent λ2.
In a similar way, if we construct a third phase-space vector d3(t) which is con-
strained to be orthogonal to both d1(t) and d2(t), then we can follow the rate of
change of a three-dimensional volume element V3(t)¼ (d1(t) × d2(t)) · d3(t) and cal-
culate the third largest exponent λ3:

V3ðtÞ ¼ V3ð0Þ expððl1 þ l2 þ l3ÞtÞ: ð3:84Þ

This construction can be generalized to calculate the full spectrum of Lyapunov
exponents for an N-particle system. We consider the trajectory Γ(t) of a dynamical
system in phase space and study the convergence or divergence of neighboring tra-
jectories by constructing a set of basis vectors (tangent vectors) which span phase
space {d1, d2, d3, . . .}, where di¼ Γi� Γ0. If the equation of motion for a trajectory
is of the form:

_G ¼ GðGÞ; ð3:85Þ
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then the equation of motion for the tangent vector di is:

_di ¼ _Gi � _G0 ¼ GðGiÞ � GðG0Þ ¼ GðG0 þ diÞ � GðG0Þ
¼ TðGÞ � di þ Oðd2i Þ: ð3:86Þ

Here T(Γ) is the Jacobian matrix (or stability matrix ∂G/∂Γ) for the system. If the
magnitude of the tangent vector is small enough, the nonlinear terms in
Equation (3.86) can be neglected. The formal solution of this equation is:

diðtÞ ¼ expL

ðt
0
dsTðsÞ

� �
dið0Þ ¼ LlðtÞdið0Þ; ð3:87Þ

which is closely related to the time evolution of a single phase point given by
Equation (3.61) with B replaced by Γ, Γ(t) ¼ exp(iLt)Γ(0). The subscript on the
exponential means that it is a left-ordered exponential which we will meet
later in Section 7.8. The time evolution operator Lλ(t) gives the evolution of the
set of basis vectors required for calculating the Lyapunov exponents. The
mean exponential rate of growth of the ith tangent vector, gives the ith Lyapunov
exponent:

liðGð0Þ; dið0ÞÞ ¼ lim
t!1

1

t
ln
kdiðtÞk
kdið0Þk : ð3:88Þ

The existence of the limit is ensured by the multiplicative ergodic theorem of -
Oseledec (1968) (see also Eckmann and Ruelle, 1985). The Lyapunov exponents
can be ordered λ1 > λ2 > . . . > λM and, if the system is ergodic, the exponents
are independent of the initial phase Γ(0) and the initial phase space separation
di(0). The full set of Lyapunov exponents for a system is called the Lyapunov
spectrum.

If we consider the volume element VN where N is the dimension of phase space,
then we can show that the phase-space compression factor gives the rate of change
of phase-space volume, and that this is simply related to the sum of the Lyapunov
exponents by:

_VN ¼ k @@G � _GlVN ¼
XN
i¼1

li

 !
VN : ð3:89Þ

For a Hamiltonian system, the phase-space compression factor is identically zero,
so the phase-space volume is conserved. This is a simple consequence of
Liouville’s theorem. From Equation (3.89) it follows that the sum of the Lyapunov
exponents for a Hamiltonian is also equal to zero. If the system is time
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reversal symmetric, the Lyapunov exponents occur in pairs (�λi, λi). This ensures
that d(t), V2(t), V3(t), etc. change at the same rate with both forward and backward
time evolution. A system is said to be chaotic if it has at least one positive
Lyapunov exponent. In Chapters 7 and 8 we will return to consider Lyapunov
exponents in both equilibrium and nonequilibrium systems.

3.5 Equilibrium time-correlation functions

We shall often refer to averages over equilibrium distribution functions f0 (we use
the subscript zero to denote equilibrium, which should not be confused with f(0), a
distribution function at t ¼ 0). Distribution functions are called equilibrium if they
pertain to steady, unperturbed equations of motion and they have no explicit time
dependence. An equilibrium distribution function satisfies a Liouville equation of
the form:

@

@t
f0 ¼ �iL f0 ¼ 0: ð3:90Þ

This implies that the equilibrium average of any phase variable is a stationary
quantity. That is, for an arbitrary phase variable B, using Equation (3.62)

d

dt
kBðtÞl0 ¼

d

dt

ð
dGf0ðGÞ exp½iLt�BðGÞ ¼

ð
dGf0ðGÞ @

@t
expðiLtÞBðGÞ

¼
ð
dGf0ðGÞiL exp½iLt�BðGÞ ¼ �

ð
dGðiLf0ðGÞÞ expðiLtÞBðGÞ ¼ 0:

ð3:91Þ

We will often need to calculate the equilibrium time-correlation function of a
phase variable A with another phase variable B at some other time. We define the
equilibrium time-correlation function of A and B by:

CABðtÞ ;
ð
dGf0B

	exp½iLt�A ¼ kAðtÞB	l0; ð3:92Þ

where B	 denotes the complex conjugate of the phase variable B. Sometimes we
will refer to the autocorrelation function of a phase variable A. If this variable is
real, one can form a simple graphical representation of how such functions are
calculated (see Figure 3.4).

Because the averages are to be taken over a stationary equilibrium distribution
function, time-correlation functions are only sensitive to time difference between
which A and B are evaluated. CAB(t) is independent of the particular choice of
the time origin. If iL generates the distribution function f0, then the propagator
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exp(�iLt) preserves f0. (The converse is not necessarily true.) To be more explicit
f0(t1) ¼ exp(�iLt1)f0 ¼ f0, so that CAB(t) becomes:

CABðtÞ ¼
ð
dGf0B

	exp½iLt�A ¼
ð
dGf0ðt1ÞB	exp½iLt�A

¼
ð
dG exp½�iLt1� f0ð ÞB	exp½iLt1�A ¼

ð
dGf0 exp½iLt1�B	ð Þexp½iLðt1 þ tÞ�A

¼
ð
dGf0Aðt1 þ tÞB	ðt1Þ: ð3:93Þ

In deriving the last form of Equation (3.93), we have used the important fact that
since iL : _G · (∂/∂Γ) and the equations of motion are real, it follows that L is pure
imaginary. Thus, (iL)	 ¼ iL and (exp[iLt])	 ¼ exp[iLt]. Comparing Equation (3.93)
with the definition of CAB(t) above, we see that the equilibrium time-correlation
function is independent of the choice of time origin. It is solely a function of the
difference in time of the two arguments, A and B. A further identity follows
from this result if we choose t1 ¼ �t. We find that:

CABðtÞ ¼ kAðtÞB	ð0Þl0 ¼ kAð0ÞB	ð�tÞl0; ð3:94Þ
so that:

C	ABðtÞ ¼ kA	Bð�tÞl ¼ CBAð�tÞ; ð3:95Þ

or using the notation of Section 3.3:ð
dGf0B

	exp½iLt�A
� �	

¼
ð
dGAexp½�iLt� f0B	ð Þ

� �	

¼
ð
dGf0Aexp½�iLt�B	

� �	
¼
ð
dGf0A

	exp½�iLt�B:

ð3:96Þ
The second equality in Equation (3.96) follows by expanding the operator
exp(�iLt) and repeatedly applying the identity:

iLð f0B	Þ ¼ @

@G
� _Gf0B

	
� �

¼ B	
@

@G
� _Gf0
� �

þ f0 _G � @
@G

B	

¼ B	iLf0 þ f0iLB
	 ¼ f0iLB

	:

The term iLf0 is zero from Equation (3.90).
Over the scalar product defined by Equation (3.92), L is an Hermitian operator.

The Hermitian adjoint of L denoted L	 can be defined by the equation:ð
dGf0B

	exp½iLt�A
� �	

;
ð
dGf0A

	 exp �iLyt� �
B ð3:97Þ
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Comparing Equation (3.97) with Equation (3.96) we see two things: we see that the
Liouville operator L is self-adjoint or Hermitian (L ¼ L†); and therefore the propa-
gator exp[iLt], is unitary. This result stands in contrast to those of Section 3.3, for
arbitrary distribution functions.

We can use the autocorrelation function of A to define a norm in Liouville space.
This length or norm of a phase variable A, is defined by the equation:

kAk2 ¼
ð
dGf0AðGÞA	ðGÞ ¼

ð
dGf0 AðGÞ�� ��2¼ k AðGÞ�� ��2l

0

 0 ð3:98Þ

We can see immediately that the norm of any phase variable is time independent
because:

kAðtÞk2 ¼
ð
dGf0AðtÞA	ðtÞ ¼

ð
dGf0 exp½iLt�AðGÞ½ � exp½iLt�A	ðGÞ½ �

¼
ð
dGf0 exp½iLt� AðGÞA	ðGÞð Þ

¼
ð
dG exp½�iLt� f0ð Þ Aj j2¼ Að0Þ

 

2: ð3:99Þ

The propagator is said to be norm-preserving. This is a direct result of the fact that
the propagator is a unitary operator. The propagator can be thought of as a rotation
operator in Liouville space (Figure 3.5).

A phase variable whose norm is unity is said to be normalized. The scalar
product, (A, B	) of two phase variables A, B is simply the equilibrium average of
A and B	 namely kAB	l0. The norm of a phase variable is simply the scalar
product of the variable with itself. The autocorrelation function CAA(t) has a zero
time value which is equal to the norm of A. The propagator increases the angle

A(0) = eiLt A = A

A(t) = eiLt A

r (t ) = 〈 

Note: = 〈B  

A(t )
2 1/2

0

0

〈

〈

= r (0)

=    dΓf0B

Figure 3.5 The propagator is norm-preserving
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between A	 and A(t), and the scalar product, which is the projection of A(t) along
A	, therefore decreases. The autocorrelation function of a given phase variable
therefore measures the rate at which the 6N-dimensional rotation occurs.

We will now derive some relations for the time derivatives of time-correlation
functions. It is easy to see that:

d

dt
CABðtÞ ¼ d

dt

ð
dGf0 exp iLt½ �AðGÞð ÞB	ðGÞ

¼
ð
dGf0 iL exp iLt½ �AðGÞð ÞB	ðGÞ ¼ C _ABðtÞ

¼ �
ð
dG exp½iLt�AðGÞð ÞiL f0B

	ðGÞð Þ

¼ �
ð
dGAðtÞ @

@G
_Gf0B

	ðGÞ
� �

¼ �
ð
dGf0 exp½iLt�AðGÞð ÞiLB	ðGÞ

¼ �
ð
dGf0 exp½iLt�AðGÞð Þ _B	ðGÞ ¼ �CA _BðtÞ: ð3:100Þ

3.6 Operator identities

In this section we develop the operator algebra that we will need to manipulate
expressions containing Liouvilleans and their associated propagators. Most of
the identities which we obtain are valid for arbitrary time-independent operators.
Thus far we have been dealing with propagators in the time domain. For many pro-
blems it is more useful to consider their frequency dependent Laplace, or Fourier–
Laplace, transforms. A useful mathematical object is the Laplace transform of the
propagator. This is called the resolvent. The resolvent is an operator in the domain
of the Laplace transform variable s:

GðsÞ ¼
ð1
0
dt exp½�st�exp½�iLt�: ð3:101Þ

Our first operator identity is obtained by considering two arbitrary operators
A and B:

ðAþ BÞ�1 ¼ A�1 � A�1BðAþ BÞ�1: ð3:102Þ
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This identity is easily verified by operating from the right-hand side of this equation
with (A þ B), so:

ðAþ BÞ�1ðAþ BÞ ¼ A�1 � A�1BðAþ BÞ�1� �ðAþ BÞ
¼ A�1ðAþ BÞ � A�1B

¼ A�1Aþ A�1B� A�1B ¼ I : ð3:103Þ

The operator expression (A þ B)�1 is the inverse of the operator (A þ B). To inter-
pret an operator inverse of (A þ B)�1, we use the series expansion

ðI þ AÞ�1 ¼
X1
n¼0
ð�AÞn: ð3:104Þ

First we prove that the right-hand side of this expression is indeed the inverse of
the operator (I þ A). To do this consider:

X1
n¼0
ð�AÞnðI þ AÞ ¼

X1
n¼0
ð�AÞn �

X1
n¼1
ð�AÞn ¼ I; ð3:105Þ

so that this series expansion allows us to represent the inverse of (Iþ A) in terms of
an infinite series of products of the operator A.

The Dyson decomposition of propagators

Now we can investigate the Laplace transform (or resolvent) of the expo-
nential of an operator in more detail. We use the expansion of the exponential to
show that:ð1
0
dtexp½�st�exp½�At�¼

ð1
0
dtexp½�st�

X1
n¼0

ð�Þn
n!

Atð Þn¼
X1
n¼0

ð�Þn
n!

An
ð1
0
dtexp½�st�tn

¼
X1
n¼0
ð�Þn An

snþ1
¼1
s

IþA
s

� ��1
¼ðsþAÞ�1: ð3:106Þ

This means that the resolvent of the operator, exp[�At], is simply (s þ A)�1.
We can now consider the resolvent derived from the operator (A þ B), and
using the first identity above, relate this resolvent to the resolvent of A. We
can write:

ðsþ Aþ BÞ�1 ¼ ðsþ AÞ�1 � ðsþ AÞ�1Bðsþ Aþ BÞ�1: ð3:107Þ
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Substituting the Laplace integrals for the operators (s þ A)�1 and (s þ A þ B)�1

into this equation gives:ð1
0
dtexp½�st�exp½�ðAþBÞ� ¼

ð1
0
dt exp½�st�exp½�At�

�
ð1
0
dt1 exp½�st1�exp½�At1�B

�
ð1
0
dt2exp½�st2�exp½�ðAþBÞt2�

¼
ð1
0
dtexp½�st�

�
exp½�At�

�
ðt
0
dt1exp½�At1�Bexp½�ðAþBÞðt� t1Þ�

�
ð3:108Þ

As the equality holds for all values of s, the integrands must be equal, so:

exp½�ðAþ BÞ� ¼ exp½�At� �
ðt
0
dt1 exp½�At1�Bexp½�ðAþ BÞðt � t1Þ� ð3:109Þ

This result is a very important step towards understanding the relationship
between different propagators and is referred to as the Dyson decomposition
when applied to propagators (Dyson, 1949 and Feynman, 1951). The derivation
that we have used here is only valid if both of the operators A and B have no explicit
time dependence. If we consider the propagators exp((A þ B)t) and exp(At), then a
second Dyson decomposition can be obtained:

exp½ðAþ BÞt� ¼ exp½At�

þ
ðt
0
dt1exp½At1�Bexp½ðAþ BÞðt � t1Þ� ð3:110Þ

It is handy to use a graphical shorthand for the Dyson equation. Using this short-
hand notation these two equations become:

( ¼  � ( ���ð Þ  ; ð3:111Þ

and

) ¼ ! þ ) ���ð Þ ! : ð3:112Þ

The symbol � denotes the (A þ B)-Liouvillean and � denotes the A-Liouvillean;
the arrows ( and ) denote the propagators exp(�(A þ B)t) and exp[(A þ B)t]
respectively, while ← and → denote exp[�At] and exp[At] respectively. Any
chain of arrows denotes a convolution over all intermediate times.
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As an example of the application of this result, consider the case where B is a
small perturbation to the operator A. In this case the Dyson decomposition
gives the full (A þ B)-propagator as the sum of the unperturbed A-propagator
plus a correction term. One often faces the situation where we want to compare
the operation of different propagators on either a phase variable or a distribution
function. For example, one might like to know the difference between the value
of a phase variable A(Γ) propagated under the combined influence of the N-particle
interactions and an applied external field Fe, with the value the phase variable
might take at the same time in the absence of the external field. In that case
(Evans and Morriss, 1984a):

Aðt;FeÞ ¼) AðGÞ
¼ ! þ! ð� ��Þ ! þ! ð���Þ ! ð� ��Þ ! þ � � �� �

AðGÞ:
ð3:113Þ

Therefore we can write:

) AðGÞ ¼
X1
n¼0
! ð���Þ !½ �nAðGÞ: ð3:114Þ

This equation is of limited usefulness because, in general, � and → do not
commute. This means that the Liouvillean � is locked inside a convolution of
propagators with which it does not commute. A more useful expression can be
derived from Equation (3.112) by realizing that� commutes with its own propagator
�)¼)�. Similarly� commutes with its own propagator�→¼→�. We can
unlock the respective Liouvilleans from the chain in Equation (3.112) by writing:

) ¼ ! þ �!! � !!�: ð3:115Þ

We can recursively substitute for), yielding

) ¼ ! þ � !! � !! �
þ ��!!! � 2�!!!� þ !!!�� þ � � �

ð3:116Þ

Now it is easy to show that, ð!Þn ¼ ðtn=n!Þ !. Thus Equation (3.116) can be
written as:

) ¼ f1 þ tð� ��Þ þ t2

2!
���2��þ��ð Þ

þ t3

3!
���� 3���þ3�������ð Þ þ � � �g ! ð3:117Þ
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This equationwasfirst derived byEvans andMorriss (1984a). Its utility arises from the
fact that by unrolling the Liouville operators to the left and the propagator to the right,
explicit formulae for the expansion can usually be derived. A limitation of the
formula is that successive terms on the right-hand side do not constitute a
power series expansion of the difference in the two propagators in powers of
the difference between the respective Liouvilleans. To be more explicit, the term,
t3

3!
ð� ��� 3��� þ 3�������Þ is not, in general, of order (� � �)3.

Campbell–Baker–Hausdorff theorem

If A and B are noncommuting operators, then the operator, expression exp(A)
exp(B) can be written in the form exp(C) where C is given by:

C ¼ Aþ Bþ 1

2
A;B½ � þ 1

12
A;B½ �;B½ � þ B;A½ �;A½ �� �þ . . . : ð3:118Þ

The notation [,] is the usual quantum mechanical commutator. A rearrangement
of this expansion, known as the Magnus expansion is well known to quantum the-
orists (Magnus, 1954). Any finite truncation of the Magnus expansion for the time-
displacement operator, gives a unitary time-displacement operator approximation
(Pechukas and Light, 1966). This result has not proved as useful for nonequilibrium
statistical mechanics as it has for quantum theory. We give it here mainly for the
sake of completeness.

3.7 The Irving–Kirkwood procedure

In Chapter 2 we gave a brief outline of the structure of macroscopic hydro-
dynamics. We saw that, given appropriate boundary conditions, it is possible to
use the Navier–Stokes equations to describe the resulting macroscopic flow pat-
terns. In this chapter we began the microscopic description of nonequilibrium
systems using the Liouville equation. We will now follow a procedure first outlined
by Irving and Kirkwood (1950), to derive microscopic expressions for the thermo-
dynamic forces and fluxes appearing in the phenomenological equations of
hydrodynamics.

In our treatment of the macroscopic equations we stressed the role played by the
densities of conserved quantities. Our first task here will be to define microscopic
expressions for the local densities of mass, momentum, and energy. If the mass of
the individual atoms in our system is m, then the mass per unit volume at a position
r and time t can be obtained by taking an appropriate average over the normalised
N-particle distribution function f(Γ, t). To specify that particle i is at the position ri,
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we will use a delta function, d(r � ri). We will assume that particle dynamics are
given by field-free Newtonian equations of motion.

The mass density ρ(r, t) can be calculated from the following average:

rðr; tÞ ¼
ð
dG f ðG; tÞ

X
i

mdðr� riÞ

¼
ð
dG f ðG; 0Þ

X
i

mdðr� riðtÞÞ ¼ kX
i

mjriðtÞ¼rl; ð3:119Þ

where the time dependence in ρ(r, t) is initially due to the time dependence of the
distribution function f(Γ, t) (the ris are integrated in the integral over Γ). Thus in the
first line of Equation (3.119) we have the Schrödinger representation of the mass
density, while the second and third equalities are Heisenberg representations,
where the time dependence is transferred to the phase variable. We have already
seen the equivalence of these two representations in Section 3.3. Note that the
propagator advances particle positions, but has no effect on the position of the
fluid element at r.

The momentum density ρ(r, t)u(r, t), and total energy density ρ(r, t) e(r, t), can
be defined in an analogous manner:

rðr; tÞuðr; tÞ ¼
ð
dGf ðG; tÞ

X
i

m_ridðr� riÞ

¼
ð
dGf ðG; tÞ

X
i

pidðr� riÞ ¼ kX
i

piðtÞ
��
riðtÞ¼rl; ð3:120Þ

rðr; tÞeðr; tÞ ¼
ð
dG f ðG; tÞei dðr� riÞ ¼ keijriðtÞ¼rl: ð3:121Þ

In these equations ṙ i is the velocity of particle i, pi is its momentum, rij : rj � ri,
and we assume that the total potential energy of the system, Φ, is pair-wise additive
and can be written as:

F ¼ 1

2

X
i=j

fij: ð3:122Þ

We arbitrarily assign one half of the potential energy to each of the two particles
which contribute fij to the total potential energy of the system, and
ei ¼ 1

2mi _r
2
i þ 1

2

P
j fðrijÞ is the energy of particle i.

The conservation equations involve time derivatives of the averages of the den-
sities of conserved quantities. We begin by calculating the time derivative of the
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mass density. Using Equations (3.56) and (3.62) it can be shown that:

@

@t
rðr; tÞ ¼

ð
dG

@f ðG; tÞ
@t

X
i

mdðr� riÞ

¼ �
ð
dG

X
i

mdðr� riÞ iLf ðG; tÞ

¼
ð
dGf ðG; tÞ iL

X
i

mdðr� riÞ

¼
ð
dGf ðG; tÞ

X
i

m_ri � @dðr� riÞ
@ri

¼ �
ð
dGf ðG; tÞ

X
i

m_ri � @dðr� riÞ
@r

¼ �r �
ð
dGf ðG; tÞ

X
i

m_ridðr� riÞ

¼ �r � ½rðr; tÞuðr; tÞ�: ð3:123Þ

The fifth equality follows from the important delta function identity:

@

@ri
dðr� riÞ ; � @

@r
dðr� riÞ: ð3:124Þ

We have shown that the time derivative of the mass density yields the mass conti-
nuity Equation (2.4) as expected, and gives a microscopic representation for the
momentum density. Strictly speaking therefore, we did not really need to define
the momentum density in Equation (3.120), as the mass density definition, com-
bined with the mass continuity equation, determines the microscopic expression
for the momentum density.

3.8 Instantaneous microscopic representation of fluxes

The Irving–Kirkwood procedure has given us microscopic expressions for the
thermodynamic fluxes in terms of ensemble averages. At equilibrium in a
uniform fluid, the Irving–Kirkwood expression for the pressure tensor is the same
expression as that derived using Gibbs’ ensemble theory for equilibrium statistical
mechanics.

In this section we derive instantaneous expressions for the fluxes (Todd and
Evans, 1995; Todd et al., 1995; Monaghan and Morriss, 1997) rather than the
ensemble based, Irving–Kirkwood expressions. The reason for considering instan-
taneous expressions is two-fold. The fluxes are based upon conservation laws and
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these laws are valid instantaneously for every member of the ensemble – they do
not require ensemble averaging. Second, most computer simulation involves
calculating properties of a system from a single trajectory. Ensemble averaging
is almost never used because it is relatively expensive in computer time. The
ergodic hypothesis, that the result obtained by ensemble averaging is equal to
that obtained by time averaging the same property along a single phase-space tra-
jectory, implies that one should be able to develop expressions for the fluxes which
do not require ensemble averaging. For this to be practically realizable it is clear
that the mass, momentum, and energy densities must be definable at each instant
along the trajectory.

We consider a single phase-space trajectory evolving in time and define the
mass density for a fluid element at time t to be the mass of the element
divided by its volume. In the quasi-microscopic picture we imagine that the
mass of the element is the sum of the masses of the atoms it contains. However,
in the microscopic picture the mass density at point r is zero if there is no particle
at position r, and infinite if there is a particle at r. Therefore we write the mass
density as:

rðr; tÞ ¼
X
i

midðr� riðtÞÞ: ð3:125Þ

Integrating this expression over a fluid element gives the mass of the fluid element.
The LHS is a macroscopic hydrodynamic quantity for a single system and the
RHS is its microscopic representation. It is important to realize that this definition
is consistent with the Eulerian picture in that position r is fixed in space, and the
only time dependence in the RHS is the time dependence of ri(t) which arises
through the motion of the particles. Substituting this mass density into the LHS
of the mass conservation Equation (2.4) gives:

@

@t
rðr; tÞ ¼ @

@t

X
i

midðr� riðtÞÞ ¼
X
i

mi
@ri
@t

@

@ri
dðr� riðtÞÞ

¼ �
X
i

mi _ri
@

@r
dðr� riðtÞÞ ¼ � @

@r

X
i

mi _ridðr� riðtÞÞ; ð3:126Þ

and comparing with the RHS of Equation (2.4), we see that the instantaneous
momentum density Jðr; tÞ is:

rðr; tÞuðr; tÞ ¼ Jðr; tÞ ¼
X
i

mi _ridðr� riÞ: ð3:127Þ

There is no instantaneous representation for the streaming velocity uðr; tÞ at the
particle level that can be constructed from the instantaneous representations for
rðr; tÞ and Jðr; tÞ. Taking the ratio Jðr; tÞ	rðr; tÞ would give the streaming velocity
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to be the particle velocity at the position of each particle, and undefined elsewhere.
This is not a useful definition of the streaming velocity. Any realistic representation
for streaming velocity uðr; tÞ of a fluid element necessarily involves some form of
coarse graining, either in space or time. Once a streaming velocity has been deter-
mined (by whatever means), we can divide the laboratory velocity of each particle
into a thermal part vi and a streaming part uðri; tÞ. That is, the laboratory velocity is:

_ri ¼ vi þ uðri; tÞ: ð3:128Þ

Using this representation, we can write the instantaneous momentum density as:

Jðr; tÞ ¼
X
i

mividðr� riÞ þ rðr; tÞuðr; tÞ: ð3:129Þ

We see immediately, from the definition of Jðr; tÞ, that the thermal velocities do not
contribute to the momentum current and:X

i

mividðr� riÞ ¼ 0: ð3:130Þ

A key step in all the microscopic derivations is that if f(r) is a simple function of
r (that is, not an operator) then f ðrÞdðr� riÞ ; f ðriÞdðr� riÞ. There are some
subtle points with regard to the interpretation of Equation (3.129). Both Jðr; tÞ
and rðr; tÞuðr; tÞ are macroscopic quantities, defined for a fluid element, and are
numerically equal. This implies that at the fluid-element level Equation (3.130)
is equal to zero. Clearly this separation between thermal and streaming parts is
physically correct. We can also interpret this equation as a condition that the
streaming velocity of a fluid element must satisfy. Thus:

uðrÞ ¼
P

i[EðrÞmi _ridðr� riÞP
i[EðrÞmidðr� riÞ ; ð3:131Þ

where the summation is over particles within fluid element E(r), but this form for
u(r) will change discontinuously as particles enter or leave the fluid element. The
approach that we will adopt in the formal derivations that follow is to derive the
microscopic representations using the full particle velocities and afterwards make
the separation into thermal and streaming components.

We will now use exactly the same procedure to differentiate the instantaneous
momentum density:

@

@t
rðr; tÞuðr; tÞ½ � ¼ @

@t

X
i

mi _ridðr� riÞ

¼ � @

@r
�
X
i

mi _ri _ridðr� riÞ þ
X
i

mi €ridðr� riÞ: ð3:132Þ
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If we consider the first term on the right-hand side then:

X
i

mi _ri _ridðr� riÞ ¼
X
i

mi vi þ uðri; tÞð Þ vi þ uðri; tÞð Þdðr� riÞ

¼
X
i

mivividðr� riÞ þ
X
i

miviuðri; tÞdðr� riÞ

þ
X
i

miuðri; tÞvidðr� riÞ þ
X
i

miuðri; tÞuðri; tÞdðr� riÞ

¼
X
i

mivividðr� riÞ þ uðr; tÞ
X
i

mividðr� riÞ

þ uðr; tÞ
X
i

mividðr� riÞ þ uðr; tÞuðr; tÞ
X
i

midðr� riÞ

¼
X
i

mivividðr� riÞ þ rðr; tÞuðr; tÞuðr; tÞ: ð3:133Þ

We have used uðri; tÞdðr� riÞ ; uðr; tÞdðr� riÞ to remove the particle index from
the streaming velocity so it can be factored out of the summations. The termP

mividðr� riÞ ¼ 0 from Equation (3.130) and the remaining summation is
equal to the mass density. Combining these results it follows that:

@

@t
rðr; tÞuðr; tÞ½ � ¼ � @

@r
�
X
i

mivividðr� riÞ þ rðr; tÞuðr; tÞuðr; tÞ
 !

þ
X
i

Fidðr� riÞ: ð3:134Þ

We will now consider the second term on the right-hand side of this equation
in some detail. A physical macroscopic property cannot depend upon the
labels attached to individual particles, so we symmetrize summations by
replacing

P
i;j aibj by

1
2

P
i;j ðaibj þ ajbiÞ. As the force on particle i due to particle

j, Fij, is equal and opposite to the force on particle j due to particle i, Fji, we
can write:

X
i

dðr� riÞFi ¼
X
i; j

dðr� riÞFij ¼ 1

2

X
i;j

dðr� riÞFij þ dðr� rjÞFji

� �

¼ 1

2

X
i; j

dðr� riÞ � dðr� rjÞ
� �

Fij: ð3:135Þ

The first equality introduces j, the second symmetrizes the sum, and the third uses
the fact that the forces are equal and opposite. The difference between two delta
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functions can be written in a very convenient integral form (Noll, 1955):

dðr� riÞ � dðr� rjÞ ¼ @

@r
� rij

ð1
0
dldðr� ri � lrijÞ: ð3:136Þ

Using this equation for the difference of the two delta functions dðr� riÞ and
dðr� rjÞ leads to:

@

@t
rðr; tÞuðr; tÞ½ �

¼ � @

@r
�
X
i

mivividðr� riÞ þ rðr; tÞuðr; tÞuðr; tÞ
 !

þ 1

2

@

@r
�
X
i;j

rijFij

ð1
0
dldðr� ri � lrijÞ: ð3:137Þ

Comparing this equation with the momentum conservation Equation (2.12)
(without external forces) we see that the microscopic representation of the pressure
tensor is:

Pðr; tÞ ¼
X
i

mivividðr� riÞ � 1

2

X
i;j

rijFij

ð1
0
dldðr� ri � lrijÞ: ð3:138Þ

This expression implies that if r is on the straight line from ri to rj, then that term is
included in the sum, otherwise it is not included.

We will now use the same technique to calculate the instantaneous microscopic
expression for the heat flux vector from the energy density:

rðr; tÞeðr; tÞ ¼
X
i

eidðr� riðtÞÞ;

where ei ¼ 1
2mi _r

2
i þ 1

2

P
j fðrijÞ is the energy of particle i. The partial time derivative

of the energy density is then:

@

@t
rðr; tÞeðr; tÞ½ � ¼ @

@t

X
i

eidðr� riÞ
 !

¼
X
i

_eidðr� riÞ þ
X
i

ei
@ri
@t
� @
@ri

dðr� riÞ

¼
X
i

_eidðr� riÞ � @

@r
�
X
i

ei _ridðr� riÞ: ð3:139Þ
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In the second line of Equation (3.139), the gradient operator @
	
@r is contracted into

the laboratory velocity _ri. The term:

_ei ¼
X
j

_ri � Fij � 1

2

X
j

_ri � Fij þ _rj � Fji

� �

¼
X
j

_ri � Fij � 1

2
_ri � Fij � _rj � Fij

� �� �
¼ 1

2

X
j

_ri � Fij þ _rj � Fij

� �
:

Using our previous result for the difference of two delta functions,
Equation (3.136), and symmetrizing gives:

X
i

_eidðr� riÞ ¼ 1

2

X
i;j

_ri � Fij þ _rj � Fij

� �
dðr� riÞ

¼ 1

2

X
i;j

_ri � Fijdðr� riÞ þ _rj � Fijdðr� riÞ
� �

¼ 1

2

X
i;j

_ri � Fijdðr� riÞ þ _ri � Fjidðr� rjÞ
� �

¼ 1

2

X
i;j

_ri � Fij dðr� riÞ � dðr� rjÞ
� �

¼ 1

2

@

@r
�
X
i;j

rij Fij � _ri
� � ð1

0
dldðr� ri � lrijÞ: ð3:140Þ

From the energy conservation Equation (2.24) we conclude that:

rðr; tÞeðr; tÞuðr; tÞ þ JQðr; tÞ þ Pðr; tÞ � uðr; tÞ

¼
X
i

ei _ridðr� riÞ � 1

2

X
i;j

rij Fij � _ri
� � ð1

0
dldðr� ri � lrijÞ: ð3:141Þ

Both sides of this equation contain components due to the streaming motion of the
fluid. We can remove these by considering:

X
i

ei _ridðr� riÞ ¼
X
i

ei vi þ uðriÞð Þdðr� riÞ

¼
X
i

eividðr� riÞ þ
X
i

eiuðriÞdðr� riÞ

¼
X
i

eividðr� riÞ þ rðr; tÞeðr; tÞuðr; tÞ: ð3:142Þ
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However, there are still kinetic streaming components remaining in ei. Removing
these by defining the internal energy of particle i to be Ui ¼ 1

2miv2i þ 1
2

P
j fij it

can be shown that:

X
i

eividðr� riðtÞÞ ¼
X
i

1

2
m_r2i þ

1

2

X
j

fij

 !
vidðr� riðtÞÞ

¼
X
i

1

2
m vi þ uðriÞð Þ2þ 1

2

X
j

fij

 !
vidðr� riðtÞÞ

¼
X
i

1

2
mv2i þ

1

2

X
j

fij

 !
vidðr� riðtÞÞ

þ
X
i

mvivi � uðriÞdðr� riðtÞÞ

¼
X
i

Uividðr� riðtÞÞ þ
X
i

mvividðr� riðtÞÞ
 !

� uðrÞ:

ð3:143Þ
To obtain a microscopic representation for the heat-flux vector in the comoving
frame we need to remove the P � u term. From the microscopic representation of
P (Equation 3.138), we have:

Pðr; tÞ � uðrÞ ¼
X
i

mivivi � uðrÞdðr� riÞ

� 1

2

X
i;j

rijFij � uðrÞ
ð1
0
dldðr� ri � lrijÞ:

ð3:144Þ

Combining Equations (3.139–3.144) gives the final result for the heat flux vector:

JQðr; tÞ ¼
X
i

Uividðr� riÞ � 1

2

X
i; j

rijFij � ðvi þ uðriÞ � uðrÞÞ

�
ð1
0
dl dðr� ri � lrijÞ:

ð3:145Þ

Here the streaming term uðriÞ � uðrÞ is the difference between the streaming velocity
at the position of particle i, uðriÞ, and the streaming velocity of the comoving frame u
(r). It is easy to show that the integral term is invariant under interchange of i and j,
and the sum is over all i and j so that no further symmetrizing is necessary.

Our procedure for calculating microscopic expressions for the hydrodynamic
densities and fluxes relies upon establishing a correspondence between the micro-
scopic and macroscopic forms of the continuity equations. These equations refer
only to the divergence of the pressure tensor and heat flux. Strictly speaking,
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therefore, we can only determine the divergences of the flux tensors. We can add
any divergence free quantity to our expressions for the flux tensors without affect-
ing the identification process.

k-Space representations

It is sometimes easier to see if we calculate microscopic expressions for the fluxes
in k-space rather than real space. If we define the Fourier transform and inverse in
three-dimensions by:

f ðkÞ ¼
ð
drexp½ik � r� f ðrÞ f ðrÞ ¼ 1

ð2pÞ3
ð
dkexp½�ik � r� f ðkÞ; ð3:146Þ

then the fact that transform followed by inverse transform returns the original
function, means that the delta function is given by:

d r� r0ð Þ ¼ 1

ð2pÞ3
ð
dkexp½�ik � ðr� r0Þ�: ð3:147Þ

The Fourier transform of the instantaneous r-space mass density
(Equation 3.125) is then:

rðk; tÞ ¼
ð
dr
XN
i¼1

mdðr� riðtÞÞexp½ik � r� ¼
XN
i¼1

mexp½ik � riðtÞ�: ð3:148Þ

The explicit time dependence of the macroscopic quantity rðr; tÞ (the time
dependence differentiated by the derivative @=@t, at r fixed) in microscopic rep-
resentation is the time dependence of ri (t). Therefore:

@

@t
rðk; tÞ ¼ ik �

XN
i¼1

m_riðtÞ exp½ik � rjðtÞ�: ð3:149Þ

Comparing this with the Fourier transform of Equation (2.4) (noting that @=@tjk in
Equation (3.149) corresponds to @=@tjr in Equation (2.4)), we see that if we let
Jðr; tÞ ¼ rðr; tÞuðr; tÞ then:

Jðk; tÞ ¼
XN
i¼1

m_ri exp½ik � riðtÞ�: ð3:150Þ

This equation is clearly the Fourier transform of the instantaneous momentum
density, Equation (3.127). To look at the instantaneous pressure tensor we only
need to differentiate Equation (3.150) with respect to time. Thus:

@

@t
Jðk; tÞ ¼

XN
i¼1

ik � mviðtÞviðtÞ exp½ik � riðtÞ� þ Fi exp½ik � riðtÞ�Þð ð3:151Þ
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We can write the second term on the right-hand side of this equation in the form of
the Fourier transform of a divergence by noting that:

XN
i¼1

Fi exp½ik � ri� ¼ 1

2

XN
i;j¼1

Fij exp½ik � ri� þ Fji exp½ik � rj�
� �

¼ 1

2

XN
i;j¼1

Fij exp½ik � ri� � exp½ik � rj�
� �

¼ �1
2

XN
i;j¼1

Fij exp½ik � rij� � 1
� �

exp½ik � ri�

¼ �ik � 1
2

XN
i;j¼1

rijFij
exp½ik � rij� � 1

ik � rij exp½ik � ri�: ð3:152Þ

Combining Equations (3.151) and (3.152) and performing an inverse Fourier trans-
form we obtain Equation (3.134). We could, of course, continue this analysis to
remove the streaming contribution from the pressure tensor but we will obtain
the transform of Equation (3.138). In transforming to k-space it is sufficient to
Fourier transform the microscopic representations for the pressure tensor and the
heat-flux vector. The microscopic representation for the k-dependent pressure
tensor is given by:

Pðk; tÞ ¼
XN
i¼1

miviviexp½ik � ri� � 1

2

XN
i;j

rijFijg ik � rij
� �

exp½ik � ri�, ð3:153Þ

where the function gðxÞ ¼ ðexp½x� � 1Þ=x. We can obtain the same result by Fourier
transforming the r-space result directly, as the Fourier transform of:

ð
dr exp½ik � r�

ð1
0
dl dðr� ri � lrijÞ ¼ exp½ik � rij� � 1

ik � rij exp½ik � ri�

¼ gðik � rijÞexp½ik � ri�: ð3:154Þ

In the limit as k � rij! 0, the function gijðkÞ ! 1. For an atomic system where
the force between two atoms acts in the direction of their separation,
rijFij ¼ rijrijf

0ðrijÞ and it follows that the pressure tensor is symmetric. We can
use our instantaneous expression for the pressure tensor to describe fluctuations
in an equilibrium system.
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The k-space representation for the heat-flux vector is the Fourier transform of the
r-space representation Equation (3.145), that is:

JQðk; tÞ ¼
X
i

uiviexp½ik � ri�

� 1

2

X
i;j

rijFij � vigijðkÞ �
ð1
0
dlexp½ik � rijl�ðuðri þ lrijÞ � uðriÞÞ

� �
exp½ik � ri�

ð3:155Þ
The heat-flux vector depends on the explicit form of the streaming velocity u(r),
and its integral along the rij vector. Clearly if the streaming term is constant, the
integral term is zero.

The full generality of the expressions derived here for the r-space and k-space
instantaneous fluxes have not been fully exploited. However, a nice application
of the definition of the mass density in a nonisotropic system is the method of
Daivis et al. (1996). For a system such as Poiseuille flow we expect the density
to vary as a function of a single variable y, the distance from the surface. If we con-
sider the time average of the mass density Equation (3.125) and average over the
other directions then:

rðyÞ ¼ 1

TA

ðT
0
dt

ð
A
dxdz

X
i

midðr� riðtÞÞ; ð3:156Þ

where A is the area of the surface in the x, z-directions. The three-dimensional delta
function reduces to a one-dimensional delta function and gives a contribution
dð y� yiðtÞÞ ¼ dðt � taÞ

	j_yiðtaÞj each time a particle intersects the plane. The time
average then becomes the sum over all intersection times for each particle, thus:

rð yÞ ¼ 1

TA

X
i

X
a

mi

_yiðtaÞ
�� ��: ð3:157Þ

An interpolation is required to find _yiðtaÞ as ta generally does not correspond to
an integer number of time steps. The same procedure can be used for the time
average of any density in a Poiseulle flow so the momentum, energy, and tempera-
ture can all be calculated as functions of y.

3.9 Microscopic representation of the temperature

At equilibrium, we obtain an instantaneous expression for the temperature by
analyzing the expression for the pressure tensor (Equation 3.138). Thus if n(r, t)
is the local instantaneous number density, then:

3

2
nðr; tÞkBT ðr; tÞ ¼

XN
i¼1

1

2
miviðtÞ2dðriðtÞ � rÞ: ð3:158Þ
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We will call this expression for the temperature, the kinetic temperature. In using
this expression for the temperature we are employing a number of approximations.
Firstly we are ignoring the number of degrees of freedom, which are frozen by the
instantaneous determination of the local streaming velocity u(r, t). Secondly, and
more importantly, we are assuming that in a nonequilibrium system the kinetic
temperature is identical to the thermodynamic temperature Tth:

Tth ¼ @E

@S

����
N ;V

: ð3:159Þ

This is undoubtedly an approximation. It would be true if the postulate of local ther-
modynamic equilibrium was exact. However, we know that the energy, pressure,
enthalpy etc. are all functions of the thermodynamic forces driving the system
away from equilibrium. These are nonlinear effects which vanish for Newtonian
fluids. Presumably the entropy is also a function of these driving forces. It is extre-
mely unlikely that the field dependence of the entropy and the energy are precisely
those required for the exact equivalence of the kinetic and thermodynamic tempera-
tures for all nonequilibrium systems. Recent calculations of the entropy
of systems very far from equilibrium support the hypothesis that the kinetic
and thermodynamic temperatures are in fact different (Evans, 1989). Outside the
linear (Newtonian) regime, the kinetic temperature is a convenient operational
(as opposed to thermodynamic) state variable. If a nonequilibrium system is in a
steady state, both the kinetic and the thermodynamic temperatures must be constant
in time. Furthermore we expect that outside the linear regime in systems with a
unique nonequilibrium steady state, that the thermodynamic temperature should
be a monotonic function of the kinetic temperature.

In a recent paper by Rugh (1997), a method of determining the temperature in
a Hamiltonian dynamical system was proposed. It begins with the definition of the
entropy S as the (canonically invariant) weighted area of the energy surface Ω (the
level set of the Hamiltonian H(q, p)), under the assumption that the dynamical
system is ergodic on the energy surface Ω. Defining the temperature T(E) in the
usual thermodynamic way, using Equation (3.159), we have a phase variable:

CðGÞ ¼ @

@G
�

@H

@G
@H

@G
� @H
@G

0
B@

1
CA; ð3:160Þ

whose time average is the inverse of the temperature for a system with total
energy E. We will return to the concept of temperature, for both equilibrium and
nonequilibrium systems, in Chapter 10.
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4

The Green–Kubo relations

4.1 The Langevin equation

In 1828 the botanist Robert Brown (1828a, 1828b) observed the motion of pollen
grains suspended in a fluid. Although the system was allowed to come to equili-
brium, he observed that the grains seemed to undergo a kind of unending irregular
motion. This motion is now known as Brownian motion. The motion of large
pollen grains suspended in a fluid composed of much lighter particles can be
modeled by dividing the accelerating force into two components: a slowly
varying drag force, and a rapidly varying random force, due to the thermal fluctu-
ations in the velocities of the solvent molecules. The Langevin equation, as it is
known, is conventionally written in the form:

dv
dt

¼ �zvþ FR: ð4:1Þ

Using the Navier–Stokes equations to model the flow around a sphere, it is known
that the friction coefficient ζ ¼ 6πηd=m, where η is the shear viscosity of the fluid,
d is the diameter of the sphere and m is its mass. The random force per unit mass
FR is used to model the force on the sphere due to the bombardment of solvent mol-
ecules. This force is called random because it is assumed that kv(0) · FR(t)l¼ 0, V t.
A more detailed investigation of the drag on a sphere which is forced to oscillate in
a fluid shows that a nonMarkovian generalization (see Section 2.4), of the Langevin
equation (Langevin, 1908) is required to describe the time-dependent drag on a
rapidly oscillating sphere:

dvðtÞ
dt

¼ �
ðt
0
dt0zðt � t0Þvðt0Þ þ FRðtÞ: ð4:2Þ

In this case, the viscous drag on the sphere is not simply linearly proportional to the
instantaneous velocity of the sphere as in Equation (4.1). Instead it is linearly
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proportional to the velocity at all previous times in the past. As we will see, there
are many transport processes which can be described by an equation of this form.
We will refer to the equation:

dAðtÞ
dt

¼ �
ðt
0
dt0Kðt � t0ÞAðt0Þ þ FðtÞ; ð4:3Þ

as the generalized Langevin equation for the phase variable A(Γ). K(t) is the time-
dependent transport coefficient that we seek to evaluate. We assume that the equi-
librium canonical ensemble average of the random force and the phase variable
A, vanishes for all times, so:

kAð0ÞFðtÞl ¼ kAðt0ÞFðt0 þ tÞl ¼ 0; 8 t and t0: ð4:4Þ

The time displacement by t0 is allowed because the equilibrium time-correlation
function is independent of the time origin. Multiplying both sides of Equation
(4.3) by the complex conjugate of A(0) and taking a canonical average we
see that:

dCðtÞ
dt

¼ �
ðt
0
dt0Kðt � t0ÞCðt0Þ; ð4:5Þ

where C(t) is defined to be the equilibrium autocorrelation function:

CðtÞ ; kAðtÞA�ð0Þl: ð4:6Þ
Another function we will find useful is the flux autocorrelation function f(t):

fðtÞ ¼ k _AðtÞ _A�ð0Þl: ð4:7Þ

Taking a Laplace transform of Equation (4.5) we see that there is an intimate
relationship between the transport memory kernel K(t) and the equilibrium
fluctuations in A. The left-hand side of (4.5) becomes:

ð1
0
dt e�st dCðtÞ

dt
¼ e�stCðtÞ� �1

0 �
ð1
0
dt �se�st
� �

CðtÞ ¼ s ~CðsÞ � Cð0Þ;

and, as the right-hand side is a Laplace transform convolution:

s ~CðsÞ � Cð0Þ ¼ � ~KðsÞ ~CðsÞ; ð4:8Þ
so that:

~CðsÞ ¼ Cð0Þ
sþ ~KðsÞ : ð4:9Þ
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One can convert the A autocorrelation function into a flux autocorrelation
function by realizing that:

d2

dt2
CðtÞ ¼ d

dt
kdAðtÞ
dt

A�ð0Þl ¼ d

dt
k iLAðtÞð ÞA�ð0Þl

¼ d

dt
kAðtÞ �iLA�ð0Þð Þl ¼ �k iLAðtÞð Þ �iLA�ð0Þð Þl ¼ �fðtÞ: ð4:10Þ

Then we take the Laplace transform of a second derivative to find:

� ~fðsÞ ¼
ð1
0
dt exp½�st� d

2

dt2
CðtÞ ¼ exp½�st� d

dt
CðtÞ

� �1
0

þ s

ð1
0
dt exp½�st� d

dt
CðtÞ

¼ s exp½�st�CðtÞ½ �10 þ s2
ð1
0
dt exp½�st�CðtÞ ¼ s2 ~CðsÞ � sCð0Þ: ð4:11Þ

Here we have used the result that CY(0) ¼ 0. Eliminating C˜(s) between
Equations (4.9) and (4.11) gives:

~KðsÞ ¼
~fðsÞ

Cð0Þ �
~f ðsÞ
s

: ð4:12Þ

Rather than try to give a general interpretation of this equation, it may prove
more useful to apply it to the Brownian motion problem. C(0) is the time zero
value of an equilibrium time-correlation function, and can be easily evaluated as
kBT=m, and v̇ ¼ F=m where F is the total force on the Brownian particle:

~zðsÞ ¼
~C
FðsÞ

mkBT �
~C
FðsÞ
s

; ð4:13Þ

where

~C
FðsÞ ¼ 1

3
kFð0Þ � ~FðsÞl; ð4:14Þ

is the Laplace transform of the total force autocorrelation function. In writing (4.14)
we have used the fact that the equilibrium ensemble average, denoted k. . .l, must be
isotropic. The average of any second-rank tensor, say kF(0)F(t)l, must therefore
be a scalar multiple of the second-rank identity tensor. That scalar must, of
course, be 1

3Tr kFð0ÞFðtÞl� 	 ¼ 1
3kFð0Þ � FðtÞl.
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In the so-called Brownian limit, where the ratio of the Brownian particle mass to
the mean square of the force becomes infinite:

~zðsÞ ¼ b

3m

ð1
0
dt exp½�st�kFðtÞ � Fð0Þl: ð4:15Þ

For any finite value of the Brownian ratio, Equation (4.13) shows that the integral
of the force autocorrelation function is zero. This is seen most easily by solving
Equation (4.13) for CF and taking the limit as s → 0.

Equation (4.9), which gives the relationship between the memory kernel and the
force autocorrelation function, implies that the velocity autocorrelation function
ZðtÞ ; 1

3 kvð0Þ � vðtÞl is related to the friction coefficient by the equation:

~ZðsÞ ¼ kBT


m

sþ ~zðsÞ : ð4:16Þ

This equation is valid outside the Brownian limit. The integral of the velocity auto-
correlation function, is related to the growth of the mean-square displacement,
giving yet another expression for the friction coefficient:

~Zð0Þ ¼ lim
t!1

ðt
0
dt0

1

3
kvð0Þ � vðt0Þl ¼ lim

t!1

ðt
0
dt0

1

3
kvðtÞ � vðt0Þl

¼ lim
t!1

1

3
kvð0Þ � DrðtÞl ¼ lim

t!1
1

6

d

dt
kDrðtÞ2l: ð4:17Þ

Here the displacement vector Δr(t) is defined by:

DrðtÞ ¼ rðtÞ � rð0Þ ¼
ðt
0
dt0vðt0Þ: ð4:18Þ

Assuming that the mean-square displacement is linear in time, in the long time
limit, it follows from Equation (4.16) that the friction coefficient can be calculated
from:

kBT

m~zð0Þ ; D ¼ 1

6
lim
t!1

d

dt
kDrðtÞ2l ¼ 1

6
lim
t!1

kDrðtÞ2l
t

: ð4:19Þ

This is the Einstein (1905) relation for the diffusion coefficient D. The relationship
between the diffusion coefficient and the integral of the velocity autocorrelation
function Equation (4.17) is an example of a Green–Kubo relation (Green, 1954;
Kubo, 1957).

It should be pointed out that the transport properties we have just evaluated are
properties of systems at equilibrium. The Langevin equation describes the irregular
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Brownian motion of particles in an equilibrium system. Similarly the self-diffusion
coefficient characterizes the random walk executed by a particle in an equilibrium
system. The identification of the zero-frequency friction coefficient 6πηd=m, with
the viscous drag on a sphere, which is forced to move with constant velocity
through a fluid, implies that equilibrium fluctuations can be modeled by nonequili-
brium transport coefficients, in this case the shear viscosity of the fluid. This
hypothesis is known as the Onsager regression hypothesis (Onsager, 1931).
The hypothesis can be inverted: one can calculate transport coefficients from a
knowledge of the equilibrium fluctuations. We will now discuss these relations
in more detail.

4.2 Mori–Zwanzig theory

We will show that for an arbitrary phase variable A(Γ), evolving under equations of
motion which preserve the equilibrium distribution function, one can always write
down a Langevin equation. Such an equation is an exact consequence of the
equations of motion. We will use the symbol iL, to denote the Liouvillean associ-
ated with these equations of motion. These equilibrium equations of motion could
be field-free Newtonian equations of motion or they could be field-free thermo-
statted equations of motion, such as Gaussian isokinetic or Nosé–Hoover
equations. The equilibrium distribution could be microcanonical, canonical, or
even isothermal-isobaric provided that if the latter is the case, suitable
distribution-preserving dynamics are employed. For simplicity we will compute
equilibrium time-correlation functions over the canonical distribution function, fc:

fcðGÞ ¼ exp½bH0ðGÞ�Ð
dG exp½bH0ðGÞ� : ð4:20Þ

We saw in the previous section that a key element of the derivation was that the
correlation of the random force, FR(t) with the Langevin variable A, vanished for all
time. We will now use the notation first developed in Section 3.5, which treats
phase variables, A(Γ), B(Γ), as vectors in 6N-dimensional phase space with a
scalar product defined by

Ð
dGf0ðGÞBðGÞA�ðGÞ, and denoted as (B, A�). We will

define a projection operator which will transform any phase variable B into a
vector which has no correlation with the Langevin variable A. The component of
B parallel to A is just:

PBðG; tÞ ¼ ðBðG; tÞ;A�ðGÞÞ
ðAðGÞ;A�ðGÞÞ AðGÞ: ð4:21Þ

This equation defines the projection operator P.
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The operator Q¼ 1� P, is the complement of P and computes the component of
B orthogonal to A:

QBðtÞ;A�ð Þ ¼ BðtÞ � ðBðtÞ;A�Þ
ðA;A�Þ A;A�

� �

¼ ðBðtÞ;A�Þ � ðBðtÞ;A�Þ
ðA;A�Þ A;A�ð Þ ¼ 0:

ð4:22Þ

In more physical terms, the projection operator Q computes that part of any
phase variable which is random with respect to a Langevin variable, A (Figure 4.1).

Other properties of the projection operators are that:

PP ¼ P;

QQ ¼ Q;

QP ¼ PQ: ð4:23Þ

Secondly, P and Q are Hermitian operators (like the Liouville operator itself ). To
prove this we note that:

PB;C�ð Þ� ¼ ðB;A�ÞA;C�ð Þ�
ðA;A�Þ� ¼ ðB;A�Þ�ðA;C�Þ�

ðA;A�Þ� ¼ ðB�;AÞðA�;CÞ
ðA;A�Þ

¼ ðA;B�ÞðC;A�Þ
ðA;A�Þ ¼ ððC;A�ÞA;B�Þ

ðA;A�Þ ¼ PC;B�ð Þ: ð4:24Þ

QB = (1 − P)B

= B − (B, A*)(A, A*)−1A

PB = (B, A*)(A, A*)−1A

B

A*

Figure 4.1 The projection operator P, operating on B produces a vector which is
the component of B parallel to A
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Furthermore, since Q ¼ 1 � P where 1 is the identity operator, and since both the
identity operator and P are Hermitian, so is Q.

We will wish to compute the random and direct components of the propagator
exp[iLt]. The random and direct parts of the Liouvillean iL are iQL and iPL respec-
tively. These Liouvilleans define the corresponding random and direct propagators,
exp[iQLT ] and exp[iPLt]. We can use the Dyson equation to relate these two pro-
pagators. If we take exp[iQLt] as the reference propagator in Equation (3.110) and
exp[iLt] as the test propagator then:

exp½iLt� ¼ exp½iQLt� þ
ðt
0
dt exp½iLðt � tÞ�iPL exp½iQLt�: ð4:25Þ

The rate of change of A(t), the Langevin variable at time t is:

dAðtÞ
dt

¼ exp½iLt�iLA ¼ exp½iLt�iðQþ PÞLA; ð4:26Þ

but:

exp½iLt�iPLA ¼ exp½iLt� ðiLA;A
�Þ

ðA;A�Þ A ¼ ðiLA;A�Þ
ðA;A�Þ exp½iLt�A ; iVAðtÞ: ð4:27Þ

This defines the frequency iΩ which is an equilibrium property of the system. It
only involves equal time averages. Substituting this equation into Equation (4.26)
gives:

dAðtÞ
dt

¼ iVAðtÞ þ exp½iLt�iQLA: ð4:28Þ

Using the Dyson decomposition of the propagator given in Equation (4.25), this
leads to:

dAðtÞ
dt

¼ iVAðtÞ þ
ðt
0
dt exp½iLðt � tÞ� iPL exp½iQLt�iQLA

þ exp½iQLt�iQLA: ð4:29Þ

We identify exp[iQLt] iQLA as the random force F(t) because:

FðtÞ;A�ð Þ ¼ exp½iQLt�iQLA;A�ð Þ ¼ QFðtÞ;A�ð Þ ¼ 0; ð4:30Þ
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where we have used Equation (4.23). It is very important to remember that the
propagator which generates F(t) from F(0) is not the propagator eiLt; rather it is
the random propagator eiQLt. The integral in Equation (4.29) involves the term:

iPL exp½iQLt�iQLA ¼ iPLFðtÞ ¼ iPLQFðtÞ ¼ ðiLQFðtÞ;A�Þ
ðA;A�Þ A

¼ � ðQFðtÞ; ðiLAÞ�Þ
ðA;A�Þ A; ð4:31Þ

as L is Hermitian and i is anti-Hermitian, (iL)� ¼ (d=dt)� ¼ (G_ · ∂=∂Γ)� ¼ d=dt¼ iL,
(since the equations of motion are real). Since Q is Hermitian:

iPL exp½iQLt�iQLA ¼ � ðFðtÞ; ðiQLAÞ�Þ
ðA;A�Þ A ¼ � ðFðtÞ;Fð0Þ�Þ

ðA;A�Þ A;

; �KðtÞA ð4:32Þ
where we have defined amemory kernelK(t). It is basically the autocorrelation func-
tion of the random force. Substituting this definition into Equation (4.29) gives:

dAðtÞ
dt

¼ iVAðtÞ �
ðt
0
dt exp½iLðt � tÞ�KðtÞAþ FðtÞ

¼ iVAðtÞ �
ðt
0
dt KðtÞAðt � tÞ þ FðtÞ: ð4:33Þ

This shows that the generalized Langevin equation is an exact consequence of the
equations of motion for the system (Zwanzig, 1961; Mori, 1965a, 1965b). Since the
random force is random with respect to A, multiplying both sides of Equation (4.33)
by A�(0) and taking a canonical average gives the memory function equation:

dCðtÞ
dt

¼ iVCðtÞ �
ðt
0
dtKðtÞCðt � tÞ ð4:34Þ

This is essentially the same as Equation (4.5).
As we mentioned in the introduction to this section, the generalized Langevin

equation and the memory function equation are exact consequences of any
dynamics which preserve the equilibrium distribution function. As such, the
equations therefore describe equilibrium fluctuations in the phase variable A, and
the equilibrium autocorrelation function for A, namely C(t).

However, the generalized Langevin equation bears a striking resemblance to a
nonequilibrium constitutive relation. The memory kernel K(t) plays the role of a
transport coefficient. Onsager’s regression hypothesis (Onsager, 1931) states that
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the equilibrium fluctuations in a phase variable are governed by the same transport
coefficients as is the relaxation of that same phase variable to equilibrium. This
hypothesis implies that the generalized Langevin equation can be interpreted as a
linear, nonequilibrium constitutive relation with the memory function K(t), given
by the equilibrium autocorrelation function of the random force.

Onsager’s hypothesis can be justified by the fact that in observing an equilibrium
system for a timewhich is of the order of the relaxation time for thememory kernel, it
is impossible to tell whether the system is at equilibrium or not. We could be observ-
ing the final stages of a relaxation towards equilibrium, or we could be simply
observing the small time-dependent fluctuations in an equilibrium system. On a
short timescale there is simply no way of telling the difference between these two
possibilities. When we interpret the generalized Langevin equation as a nonequili-
brium constitutive relation, it is clear that it can only be expected to be valid close
to equilibrium. This is because it is a linear constitutive equation.

4.3 Shear viscosity

It is relatively straightforward to apply the Mori–Zwanzig formalism to the calcu-
lation of fluctuation expressions for linear transport coefficients. Our first appli-
cation of the method will be the calculation of shear viscosity. Before we do this
we will say a little more about constitutive relations for shear viscosity. The
Mori–Zwanzig formalism leads naturally to a non-Markovian expression for
the viscosity. Equation (4.33) refers to a memory function rather than a simple
Markovian transport coefficient such as the Newtonian shear viscosity. We will
thus be led to a discussion of viscoelasticity (see Section 2.4).

J(k, t)

J⊥(k, t)

J(k, t) = J⊥(k, t) + J||(k, t)

J||(k, t)

Figure 4.2 We can resolve the wave vector-dependent momentum density into
components which are parallel and orthogonal to the wave vector, k
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We choose our test variable A, to be the x-component of the wave-vector-
dependent transverse momentum current J?ðk; tÞ.

For simplicity, we define the coordinate system so that k is in the y direction and
J? is in the x direction (Figure 4.2):

Jxðky; tÞ ¼
X
i

mvxiðtÞ exp½ikyyiðtÞ�: ð4:35Þ

In Section 3.8 we saw that:

_J ¼ ikPyxðk; tÞ; ð4:36Þ

where for simplicity we have dropped the Cartesian indices for J and k. We note
that at zero wave vector the transverse momentum current is a constant of the
motion, _J ¼ 0. The quantities we need in order to apply the Mori–Zwanzig
formalism are easily computed.

The frequency matrix iΩ, defined in Equation (4.27), is identically zero. This is
always so in the single variable case as kA� A_ l ¼ 0, for any phase variable A. The
norm of the transverse current is calculated:

kJ ðkÞJ �ðkÞl ¼ kXN
i¼1

pxi exp½ikyi�
XN
j¼1

pxj exp½�ikyj�l
¼ N k p2x1lþ N ðN � 1Þk px1px2 exp½ikðy1 � y2Þ�l ¼ NmkBT : ð4:37Þ

At equilibrium px1 is independent of px2 and (y1� y2), so the correlation function
factors into the product of three equilibrium averages. The values of kpx1l and kpx2l
are identically zero. The random force, F, can also easily be calculated since, if we
use Equation (4.36):

PPyxðkÞ ¼
PyxðkÞ; J ð�kÞ� �
k J ðkÞ

 

2l J ¼ 0; ð4:38Þ

we can write:

Fð0Þ ¼ iQLJ ¼ ð1� PÞikPyxðkÞ ¼ ikPyxðkÞ: ð4:39Þ
The time-dependent random force (see Equation 4.30), is:

FðtÞ ¼ exp½iQLt�ikPyxðkÞ: ð4:40Þ
A Dyson decomposition of eiQLt in terms of eiLt shows that,

exp½iLt� ¼ exp½iQLt� þ
ðt
0
ds exp½iLðt � sÞ�iPL exp½iQLs�: ð4:41Þ
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Now for any phase variable B:

iPLB ¼ kJ �iLBl
J

NmkBT
¼ �kBðiLJ Þ�l J

NmkBT

¼ �ikkBPyxð�kÞl J

NmkBT
: ð4:42Þ

Substituting this observation into Equation (4.41) shows that the difference
between the propagators eiQLt and eiLt is of order k, and can therefore be ignored
in the zero wave vector limit.

From Equation (4.32) the memory kernel K(t) is kF(t)F�(0)l=kAA�l. Using
Equation (4.40), the small wave vector form for K(t) becomes:

KðtÞ ¼ k2
kPyxðk; tÞPyxð�k; 0Þl

NmkBT
: ð4:43Þ

The generalized Langevin equation (the analog of Equation 4.33) is

lim
k!0

d Jxðky; tÞ
dt

¼ � k2

NmkBT

ðt
0
dskPyxðky; sÞPyxð�ky; 0Þl0Jxðky; t � sÞ

þ ikyPyxðky; tÞ;
ð4:44Þ

where we have taken explicit note of the Cartesian components of the relevant func-
tions. Now,we know that the rate of change of the transverse current is ikPyx(k, t). This
means that the left-hand side of Equation (4.44) is related to equilibrium fluctuations
in the shear stress.We also know that J(k)¼ ∫dk

0
ρ(k

0�k)u(k
0
), so, close to equilibrium,

the transverse momentum current (our Langevin variable A), is closely related to
the wave-vector-dependent shear rate γ(k). In fact the wave-vector-dependent shear
rate γ(k) is �ikJ(k)=ρ(k ¼ 0). Putting these two observations together we see that
the generalized Langevin equation for the transverse momentum current is essentially
a relation between fluctuations in the shear stress and the shear rate – a constitutive
relation. Ignoring the random force (constitutive relations are deterministic), we
find that Equation (4.44) can be written in the form of the constitutive relation (2.76):

lim
k!0

PyxðtÞ ¼ �
ðt
0
dshðk ¼ 0; t � sÞgðk ¼ 0; sÞ: ð4:45Þ

If we use the fact that, PyxV ¼ limk!0 PyxðkÞ;hðtÞ is easily seen to be:

hðtÞ ¼ bV kPyxðtÞPyxð0Þl: ð4:46Þ

Equation (4.45) is identical to the viscoelastic generalization of Newton’s law of
viscosity Equation (2.76).
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The Mori–Zwanzig procedure has derived a viscoelastic constitutive relation.
No mention has been made of the shearing boundary conditions required for
shear flow. Neither is there any mention of viscous heating or possible nonlineari-
ties in the viscosity coefficient. Equation (4.44) is a description of equilibrium fluc-
tuations. However, unlike the case for the Brownian friction coefficient or the self
diffusion coefficient, the viscosity coefficient refers to nonequilibrium rather than
equilibrium systems.

The zero wave vector limit is subtle. We can imagine longer and longer wave-
length fluctuations in the shear rate γ(k). For an equilibrium system, however,
γ(k ¼ 0) : 0 and kgðk ¼ 0Þg �ðk ¼ 0Þl ; 0. There are no equilibrium fluctuations
in the shear rate at k¼ 0. The zero wave vector shear rate is completely specified by
the boundary conditions.

If we invoke Onsager’s regression hypothesis, we can obviously identify the
memory kernel η(t) as the memory function for planar (i.e. k ¼ 0) Couette flow.
We might observe that there is no fundamental way of knowing whether we are
watching small equilibrium fluctuations at small but nonzero wave vector, or the
last stages of relaxation toward equilibrium of a finite k, nonequilibrium disturb-
ance. Provided the nonequilibrium system is sufficiently close to equilibrium, the
Langevin memory function will be the nonequilibrium memory kernel. However,
the Onsager regression hypothesis is additional to, and not part of, the Mori–
Zwanzig theory. In Section 6.3 we prove that the nonequilibrium linear viscosity
coefficient is given exactly by the infinite time integral of the stress fluctuations.
In Section 6.3 we will not use the Onsager regression hypothesis.

At this stage one might legitimately ask the question: what happens to these
equations if we do not take the zero wave vector limit? After all, we have
already defined a wave-vector-dependent shear viscosity in Equation (2.77). It is
not a simple matter to apply the Mori–Zwanzig formalism to the finite wave-
vector case. We will instead use a method which makes a direct appeal to the
Onsager regression hypothesis.

Provided the time and spatially dependent shear rate is of sufficiently small
amplitude, the generalized viscosity can be defined as Equation (2.77):

Pyxðk; tÞ ¼ �
ðt
0
dshðk; t � sÞgðk; sÞ: ð4:47Þ

Using the fact that γ(k, t) ¼ �ikux (k, t) ¼ �ikJ(k, t)=ρ, and Equation (4.36), we
can rewrite Equation (4.47) as:

_J ðk; tÞ ¼ � k2

r

ðt
0
dshðk; t � sÞJ ðk; sÞ: ð4:48Þ
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If we Fourier–Laplace transform both sides of this equation in time, and using
Onsager’s hypothesis, multiply both sides by J(�k, 0) and average with respect
to the equilibrium canonical ensemble, we obtain:

~Cðk;vÞ ¼ Cðk; 0Þ
ivþ k2 ~hðk;vÞ

r

; ð4:49Þ

where C(k, t) is the equilibrium transverse current autocorrelation function kJ(k, t)
J(�k, 0)l and the tilde notation denotes a Fourier–Laplace transform in time:

~CðvÞ ¼
ð1
0
dtCðtÞe�ivt: ð4:50Þ

We call the autocorrelation function of the wave-vector-dependent shear stress:

N ðk; tÞ ; 1

VkBT
kPyxðk; tÞPyxð�k; 0Þl: ð4:51Þ

We can use Equation (4.36) to transform from the transverse current autocor-
relation function C(k, t) to the stress autocorrelation function N(k, t), since:

d2

dt2
kJ ðk; tÞJ ð�k; 0Þl ¼ �k _J ðk; tÞ _J ð�k; 0Þl ¼ �k2kPyxðk; tÞPyxð�k; 0Þl: ð4:52Þ

This derivation closely parallels that for Equations (4.11) and (4.12) in
Section 4.1. The reader should refer to that section for more details. Using the
fact that, ρ ¼ Nm=V, we see that:

k2VkBT ~N ðk;vÞ ¼ v2 ~Cðk;vÞ þ ivCðk; 0Þ: ð4:53Þ

The equilibrium average C(k, 0) is given by Equation (4.37). Substituting this
equation into Equation (4.49) gives us an equation for the frequency and wave-
vector-dependent shear viscosity in terms of the stress autocorrelation function:

~hðk;vÞ ¼
~N ðk;vÞ

1� k2 ~N ðk;vÞ
ivr

: ð4:54Þ

This equation is not of the Green–Kubo form (Evans, 1981). Green–Kubo
relations are exceptional, being only valid for infinitely slow processes. Momentum
relaxation is only infinitely slow at zero wave vector. At finite wave vectors,
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momentum relaxation is a fast process. We can obtain the usual Green–Kubo form
by taking the zero k limit of Equation (4.54). In that case:

~hð0;vÞ ¼ lim
k!0

~N ðk;vÞ: ð4:55Þ

Because there are no fluctuations in the zero wave vector shear rate, the function
N˜ (k, ω) is discontinuous at the origin. For all nonzero values of k, N˜ (k, 0)¼ 0!
Over the years many errors have been made as a result of this fact. Figure 4.3
above illustrates these points schematically. The results for shear viscosity
precisely parallel those for the friction constant of a Brownian particle. Only in
the Brownian limit is the friction constant given by the autocorrelation function
of the Brownian force.

An immediate conclusion from the theory we have outlined is that all fluids are
viscoelastic. Viscoelasticity is a direct result of the generalized Langevin equation,
which is, in turn, an exact consequence of the microscopic equations of motion.

4.4 Green–Kubo relations for Navier–Stokes transport coefficients

It is relatively straightforward to derive Green–Kubo relations for the other Navier–
Stokes transport coefficients, namely bulk viscosity and thermal conductivity. In
Section 6.3, when we describe the SLLOD equations of motion for viscous flow,
we will find a simpler way of deriving Green–Kubo relations for both viscosity

k

(0, 0)

˜ N(k,    ) 

˜ (k,    ) 

˜ N(k, 0) = 0

Figure 4.3 The relationship between the viscosity, ~hðk;vÞ, and the stress autocor-
relation function, ~N ðk;vÞ. At k ¼ 0, both functions are identical. At α ¼ 0, but
k= 0, the stress autocorrelation function is identically zero. The stress autocorrela-
tion function is discontinuous at the origin. The viscosity is continuous everywhere,
but nonanalytic at the origin
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coefficients. For now we simply state the Green–Kubo relation for bulk viscosity as
(Zwanzig, 1965):

hV ¼ 1

VkBT

ð1
0
dtk pðtÞV ðtÞ � k pV lð Þ pð0ÞV ð0Þ � k pV lð Þl: ð4:56Þ

The Green–Kubo relation for thermal conductivity can be derived by similar
arguments to those used in the viscosity derivation. Firstly we note from Equation
(2.26), that, in the absence of a velocity gradient, the internal energy per unit
volume ρU obeys a continuity equation, ρdU=dt ¼ �= · JQ. Secondly, we note
that Fourier’s definition of the thermal conductivity coefficient λ, from
Equation (2.56a), is JQ ¼ �λ=T. Combining these two results we obtain:

r
dU

dt
¼ l=2T : ð4:57Þ

Unlike the previous examples, both U and T have nonzero equilibrium values,
namely, kU l and kT l. A small change in the left-hand side of Equation (4.57)
can be written as ðrþ DrÞdðkU lþ DU Þ
dt. By definition, dkUl=dt ¼ 0, so to
first order in Δ, we have ρdΔU=dt. Similarly, the spatial gradient of kT l does not
contribute, so we can write:

r
dDU

dt
¼ l=2DT : ð4:58Þ

The next step is to relate the variation in temperature ΔT to the variation in energy
per unit volume Δ(ρU). To do this we use the thermodynamic definition:

1

V

@E

@T






P

¼ @ðrU Þ
@T






P

¼ rcP; ð4:59Þ

where cP is the specific heat per unit mass. We see from the second equality, that a
small variation in the temperature ΔT is equal to Δ(ρU)=ρcP. Therefore:

rD _U ¼ l

rcP
=2rDU : ð4:60Þ

If DT : λ=ρcP is the thermal diffusivity, then in terms of the wave-vector-depen-
dent internal energy density Equation (4.60) becomes:

rD _U ðk; tÞ ¼ �k2DTrDU ðk; tÞ: ð4:61Þ
If C(k, t) is the wave-vector-dependent internal energy density autocorrelation
function:

Cðk; tÞ ; krDU ðk; tÞrDU ð�k; 0Þl; ð4:62Þ
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then the frequency and wave-vector-dependent diffusivity is the memory function
of the energy-density autocorrelation function:

~Cðk;vÞ ¼ Cðk; 0Þ
ivþ k2 ~DT ðk;vÞ

: ð4:63Þ

Using exactly the same procedures as in Section 4.1 we can convert Equation (4.63)
to an expression for the diffusivity in terms of a current correlation function. From
Equations (4.7 and 4.11), if f ¼ C_ then:

fðk; tÞ ¼ k2kJQxðk; tÞJQxð�k; 0Þl: ð4:64Þ
Using Equation (4.11), we obtain the analog of Equation (4.12):

k2 ~DT ðk;vÞ ¼ Cðk; 0Þ � iv ~Cðk;vÞ
~Cðk;vÞ ¼

~fðk;vÞ
Cðk; 0Þ � ~fðk;vÞ

iv

: ð4:65Þ

If we define the analog of Equation (4.51), that is fðk; tÞ ¼ k2 NQðk; tÞ, then
Equation (4.65), for the thermal diffusivity, can be written in the same form as
the wave-vector-dependent shear viscosity equation (4.54). That is:

~DT ðk;vÞ ¼
~NQðk;vÞ

Cðk; 0Þ � k2

iv
~NQðk;vÞ

: ð4:66Þ

Again we see that we must take the zero wave vector limit before we take the zero
frequency limit, and using the canonical ensemble fluctuation formula for the
specific heat:

rcP ¼ V

kBT2
lim
k!0

Cðk; 0Þ; ð4:67Þ

we obtain the Green–Kubo expression for the thermal conductivity:

l ¼ V

kBT2

ð1
0
dtkJQxðtÞJQxð0Þl: ð4:68Þ

This completes the derivation of the Green–Kubo formulae for thermal transport
coefficients. These formulae relate thermal transport coefficients to equilibrium
properties. In the next chapter we will develop nonequilibrium routes to the
thermal transport coefficients.
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5

Linear-response theory

5.1 Adiabatic linear response theory

In this chapter we will discuss how an external field Fe, perturbs an N-particle
system. We assume that the field is sufficiently weak that only the linear response
of the system need be considered. These considerations will lead us to equilibrium
fluctuation expressions for mechanical transport coefficients such as electrical
conductivity. These expressions are formally identical to the Green–Kubo formulae
that were derived in the last chapter. The difference is that the Green–Kubo
formulae pertain to thermal transport processes where boundary conditions
perturb the system away from equilibrium – all Navier–Stokes processes fall into
this category. Mechanical transport coefficients, on the other hand, refer to
systems where mechanical fields which appear explicitly in the equations of
motion for the system, drive the system away from equilibrium. As we will see,
it is no coincidence that there is such a close similarity between the fluctuation
expressions for thermal and mechanical transport coefficients. In fact one can
often mathematically transform the nonequilibrium boundary conditions for a
thermal transport process into a mechanical field. The two representations of the
system are then said to be congruent.

A major difference between the derivations of the equilibrium fluctuation
expressions for the two representations is that in the mechanical case one does
not need to invoke Onsager’s regression hypothesis. The linear mechanical
response of a nonequilibrium system is analyzed mathematically with resultant
expressions for the response that involve equilibrium time-correlation functions.
In the thermal case – Chapter 4 – equilibrium fluctuations were studied and
after invoking Onsager’s hypothesis, the connection with nonequilibrium
transport coefficients was made. Given a congruent mechanical representation
of a thermal-transport process, one can, in fact, prove the validity of Onsager’s
hypothesis.
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The mechanical field Fe performs work on the system, preventing relaxation to
equilibrium. This work is converted into heat. It is easy to show that the rate at
which the field performs work on the system is, for small fields, proportional to
F2
e . As such this is, at least formally, a nonlinear effect. This is why, in the complete

absence of any thermostatting mechanism, Kubo (1957) was able to derive correct
expressions for the linear response. However, in spite of heating being a nonlinear
effect, a thermostatted treatment of linear response theory leads to a considerably
more satisfying discussion. We will therefore include in this chapter, a description
of thermostats and isothermal linear response theory.

Consider a system of N atoms to which a time-dependent external field Fe(t) is
applied at t¼ 0 (Evans and Morriss, 1984b). The generalization to vector or tensor
fields is straightforward. For simplicity we will assume that the particles move in a
three-dimensional Cartesian space. For times greater than zero the system obeys the
dynamics given below:

_qi ¼
1

m
pi þ CiFeðtÞ

_pi ¼ Fi þ DiFeðtÞ: ð5:1Þ

The phase variables Ci(Γ) andDi(Γ) describe the coupling of the field to the system.
We assume that the equations have been written in such a way that at equilibrium,
in the absence of the external field, the canonical kinetic energy K satisfies the
equipartition relation:

3N

2
kBT ¼ kXN

i¼1

p2i
2ml ; kKl: ð5:2Þ

This implies that the canonical momenta give the peculiar velocities of each of the
particles and that therefore:

XN
i¼1

pi ¼ 0: ð5:3Þ

In this case, the instantaneous expression for the internal energy H0 is:

H0ðGÞ ¼
XN
i¼1

p2i
2m

þFðqÞ: ð5:4Þ

We do not assume that a Hamiltonian exists which will generate the field-dependent
equations of motion. In the absence of the external field and the thermostat, H0

is the total energy, and is therefore a constant of the motion. The rate of change
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of internal energy due to the field is:

_H0ðG; tÞ ¼
XN
i¼1

1

m
_piðtÞ � pi � _qiðtÞ � Fi

� �

¼ �
XN
i¼1

� 1

m
Di � pi þ Ci � Fi

� �
FeðtÞ ; �J ðGÞFeðtÞ; ð5:5Þ

where J(Γ) is called the dissipative flux generated by Equation (5.1).
Monitoring the average response of an arbitrary phase variable B(Γ) at some later

time can assess the response of the system to the external field. The average
response is obtained by perturbing an ensemble of initial phases. As a typical
example we will consider a canonical ensemble as the initial distribution, thus:

f ðG; 0Þ ¼ fcðGÞ ¼ exp½�bH0ðGÞ�Ð
dG0 exp½�bH0ðG0Þ� ¼

exp½�bH0ðGÞ�
ZðbÞ : ð5:6Þ

The average response kBðtÞl can be calculated from the Schrödinger representation:

kBðtÞl ¼
ð
dGBðGÞ f ðG; tÞ; ð5:7Þ

where the distribution function carries the time dependence. Thus, determining the
response reduces to determining the perturbed distribution function f(t). The rate of
change of the distribution function is given by the Liouville equation:

@

@t
f ðG; tÞ ¼ �iLf ðG; tÞ ¼ � @

@G
� _GðtÞ þ _GðtÞ � @

@G

� �
f ðG; tÞ: ð5:8Þ

The _GðtÞ in Equation (5.8) is given by the equations of motion (5.1) with the
external field evaluated at the current time, t.

If the equations of motion are derivable from a Hamiltonian, it is easy to show
that @

@G

� � � _G ¼ 0 (Section 3.3). In general, we will assume that even in the case
where no Hamiltonian exists that @

@G

� � � _G ¼ 0. We refer to this condition as the
adiabatic incompressibility of phase space (AIΓ). A sufficient, but not necessary,
condition for this to hold is that the unthermostatted or adiabatic equations of
motion are derivable from a Hamiltonian. It is, of course, possible to pursue the
theory without this condition, but in practice it is rarely necessary to do so (the
only known exception is discussed: Macgowan and Evans (1986a)).

Thus in the adiabatic case, if AIΓ holds, we know that the Liouville operator is
Hermitian (see Sections 3.3 and 3.5) and therefore:

iLA ¼ @

@G
� _GA
� 	

¼ _G � @

@G
Aþ A

@

@G
� _G ¼ _G � @

@G
A ¼ iLA: ð5:9Þ
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If we denote the Liouvillean for the field free equations of motion as iL0, and break
up the total Liouvillean into its field-free and field-dependent parts, Equation (5.8)
becomes:

@

@t
ð f0 þ Df ðG; tÞÞ ¼ �ðiL0 þ iDLðtÞÞð f0 þ Df ðG; tÞÞ; ð5:10Þ

where the distribution function f(Γ, t), is separated into two parts f0 þ Df ðG; tÞ,
where f0 is the solution of the field-free Liouvillean iL0. That is:

@f0
@t

¼ �iL0 f0 ¼ 0: ð5:11Þ

Substituting Equation (5.11) into Equation (5.10) and equating first-order terms we
see that:

@

@t
Df ðG; tÞ þ iL0Df ðG; tÞ ¼ �iDLðtÞf0ðGÞ þ OðD2Þ: ð5:12Þ

In Equation (5.12) we are ignoring perturbations to the distribution function which
are second order in the field. (The Schrödinger–Heisenberg equivalence [Section
3.3] proves that these second-order terms for the distribution are identical to the
second-order trajectory perturbations.) In Section 7.1 we discuss the nature of
this linearization procedure in some detail. The solution of Equation (5.12) is:

Df ðG; tÞ ¼ �
ðt

0

ds exp½�iL0ðt � sÞ�iDLðsÞf0ðGÞ þ OðD2Þ: ð5:13Þ

We will now operate on the equilibrium distribution function with the operator,
iΔL(t). We again use the fact that iL0 preserves the equilibrium distribution
function f0, so:

iDLðtÞf0 ¼ iLðtÞf0 � iL0 f0 ¼ iLðtÞ f0 ; bJ ðGÞFeðtÞ f0: ð5:14Þ
The last equality in Equation (5.14) defines the dissipation function J(Γ) and its
character depends on both the form of f0 and the field-dependent time evolution
implicit in iL(t). Substituting Equation (5.14) into Equation (5.13) and in turn
into Equation (5.7), the linear response of the phase variable B is given by:

kBðtÞl ¼ kBð0Þlþ
ð
dGBðGÞDf ðG; tÞ

¼ kBð0Þl�
ðt
0
ds

ð
dGBðGÞexp½�iL0ðt � sÞ�bJ ðGÞFeðsÞf0

¼ kBð0Þl� b

ðt
0
dsFeðsÞ

ð
dGBðGðt � sÞÞJ ðGÞf0ðGÞ: ð5:15Þ
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In deriving the third line of this equation from the second we have unrolled the
propagator from the dissipative flux onto the response variable B.

It is useful to explore a particular example where f0 is the canonical distribution.
Then the dissipative flux J(Γ) can be easily calculated as:

iDLðsÞfc ¼ iLðsÞfc ¼ _GðsÞ � @

@G

exp½�bH0ðGÞ�
ZðbÞ

¼ �b _GðsÞ � @H0ðGÞ
@G

exp½�bH0ðGÞ�
ZðbÞ ¼ �b _H0ðsÞfcðGÞ; ð5:16Þ

and

_H0ðsÞ ¼
XN
i¼1

_qi �
@H0

@qi
þ _pi �

@H0

@pi

� �

¼
XN
i¼1

1

m
pi þ CiFeðsÞ

� �
� ð�FiÞ þ Fi þ DiFeðsÞð Þ � 1

m
pi

� �

¼ �FeðsÞ
XN
i¼1

Ci � Fi � Di � 1m pi

� �
¼ �FeðsÞJ ðGÞ: ð5:17Þ

Here we see explicitly that the coupling of the field in the equations of motion,
together with the form of the canonical distribution function, determine the dissipa-
tion function J(Γ). The linear response of an arbitrary phase variable B with zero
mean at equilibrium (that is kBð0Þl ¼ 0) is then:

kBðtÞl ¼ �b
ðt
0
ds

ð
dGBðt � sÞJ ðGÞfcðGÞFeðsÞ

¼ �b

ðt
0
dsxBJ ðt � sÞFeðsÞ; ð5:18Þ

where χBJ is a linear susceptibility in terms of the equilibrium time-correlation
function of B and J, xBJ ðtÞ ; bkBðtÞJ ð0Þlc:

To linear order, the canonical ensemble averaged linear response for B(t) is:

kBðtÞl ¼ kBð0Þl� lim
Fe!0

ðt

0

dsxBJ ðt � sÞFeðsÞ: ð5:19Þ

This equation is very similar to the response functions we met in Chapter 4 when
we discussed viscoelasticity and constitutive relations for thermal-transport coeffi-
cients. The equation shows that the linear response is non-Markovian. All systems
have memory. All N-body systems remember the field history over the decay time
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of the relevant time-correlation function, kBðtÞJ ð0Þl. Markovian behavior is only an
idealization brought about by a lack of sensitivity in our measurements of the time
resolved many-body response.

There are a number of deficiencies in the derivation we have just given. Suppose
that by monitoring kBðtÞl for a family of external fields Fe, we wish to
deduce the susceptibility χ(t). One cannot blindly use Equation (5.19). This is
because as the system heats up through the conversion of work into heat, the
system temperature will change in time. This effect is quadratic with respect to
the magnitude of the external field. If χ increases with temperature, the long time
limiting value of kBðtÞl will be infinite. If χ decreases with increasing temperature
the limiting value of kBðtÞl could well be zero. This is simply a reflection of the fact
that in the absence of a thermostat there is no steady state. The linear steady-state
value for the response can only be obtained if we take the field strength to zero
before we let time go to infinity. This procedure will inevitably lead to difficulties
in both the experimental and numerical determination of the linear susceptibilities.

Another difficulty with the derivation is that if adiabatic linear response theory
were applied to computer simulation, one would prefer not to use canonical
averaging. This is because a single Newtonian equilibrium trajectory cannot
generate or span the canonical ensemble. A single Newtonian trajectory can, at
most, span a microcanonical subset of the canonical ensemble of states. A canoni-
cal evaluation of the susceptibility therefore requires an ensemble of trajectories if
one is using Newtonian dynamics. This is inconvenient and very expensive in terms
of computer time.

One cannot simply extend this adiabatic theory to the microcanonical ensemble.
Kubo (1982) recently showed that if one subjects a cumulative microcanonical
ensemble (all states less than a specified energy have the same probability) to a
mechanical perturbation, then the linear susceptibility is given by the equilibrium
correlation of the test variable B and the dissipative flux J, averaged over the
microcanonical ensemble (all states with a precisely specified energy have the
same probability). When the equilibrium ensemble of starting states is not identical
to the equilibrium ensemble used to compute the susceptibilities, we say that the
theory is ergodically inconsistent. We will now show how both of these difficulties
can be resolved.

5.2 Thermostats and equilibrium distribution functions

The Gaussian isokinetic thermostat

Thermostats were first introduced as an aid to performing nonequilibrium computer
simulations. Only later was it realized that these devices have a fundamental role in
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the statistical mechanics of many-body systems. The first deterministic method for
thermostatting molecular dynamics simulations was proposed simultaneously and
independently by Hoover and Evans (Hoover et al., 1982; Evans, 1983a). Their
method employs a damping or friction term in the equations of motion. Initially
the use of such damping terms had no theoretical justification. Later it was realized
(Evans et al., 1983) that these equations of motion could be derived using Gauss’
principle of least constraint (Section 3.1). This systematized the extension of the
method to other constraint functions.

Using Gauss’ principle (Chapter 3), the isokinetic equations of motion for a
system subject to an external field can be written as:

_qi ¼
pi
m
þ CiFeðtÞ

_pi ¼ Fi þ DiFeðtÞ � api: ð5:20Þ

This is the thermostatted generalization of Equation (5.1) where the thermostatting
term αpi has been added. In writing these equations we are assuming:

(1) that the equations have been written in a form in which the canonical momenta are
peculiar with respect to the local streaming velocity;

(2) that ∑pi ¼ 0;
(3) and that H0 is the phase variable which corresponds to the internal energy.

In order to know that these three conditions are valid, we must know quite a lot
about the possible flows induced in the system by the external field. This means
that if we are considering shear flow, for example, the Reynolds number must be
small enough for laminar flow to be stable. Otherwise we cannot specify the
streaming component of a particles motion (Cimust contain the local hydrodynamic
flow field u(r, t)) and we cannot expect condition (1) to be valid.

The isokinetic expression for the multiplier is easily seen to be:

a ¼ a0 þ a1FeðtÞ ¼
P
i

1
mi
Fi � piP

i

1
mi
p2i

þ
P
i

1
mi
Di � piP

i

1
mi
p2i

FeðtÞ: ð5:21Þ

It is instructive to compare this result with the corresponding field-free multiplier
given in Equation (3.40). It is important to keep in mind that the expression for
the multiplier depends explicitly on the external field and therefore on time. This
is why we define the time and field-independent phase variables a0,a1.

It is easy to show that if Gauss’ principle is used to fix the internal energy H0,
then the equations of motion take on exactly the same form (Evans, 1983a),

5.2 Thermostats and equilibrium distribution functions 101



except that the multiplier is:

a ¼
PN
i¼1

Di � pi � Ci � Fi

PN
i¼1

1
mi
p2i

FeðtÞ: ð5:22Þ

It may seem odd that the form of the field-dependent equations of motion is inde-
pendent of whether we are constraining the kinetic or the total energy. This occurs
because the vector character of the constraint force is the same for both forms of
constraint. In the isoenergetic case, it is clear that the multiplier vanishes when
the external field is zero. This is as expected, since in the absence of an external
field, Newton’s equations conserve the total energy.

Gaussian thermostats remove heat from the system at a rate:

_QðtÞ ¼ dH0

dt

� �therm

¼ aðtÞ
XN
i¼1

p2i
mi
; ð5:23Þ

by applying a force of constraint which is parallel to the peculiar velocity of each
particle in the system.

We will now discuss the equilibrium properties of Gaussian isokinetic systems in
more detail. At equilibrium, the Gaussian isokinetic equations become:

_qi ¼
pi
m

_pi ¼ Fi � api; ð5:24Þ

with the multiplier given by Equation (5.21) with Fe ¼ 0. Clearly the average value
of the multiplier is zero at equilibrium, with fluctuations in its value being precisely
those required to keep the kinetic energy constant. Following our assumption that
the initial value of the total linear momentum is zero, it is trivial to see that, like the
kinetic energy, it is a constant of the motion.

The ergodically generated equilibrium distribution function fK(Γ), can be
obtained by solving the Liouville equation for these equations of motion. Consider
the total time derivative of f. From the Liouville equation (3.42), we see that:

df

dt
¼ �f

@

@G
� _G ¼ �f

XN
i¼1

@

@pi
� _pi ¼ f

XN
i¼1

@

@pi
� ðapiÞ: ð5:25Þ

In computing the final derivative in this equation we get 3N identical intensive
terms from the 3N derivatives, a @

@pi
� pi

� 	
. We also get 3N terms from pi � @a=@pi

which sum to give a. Since we are interested in statistical mechanical systems,
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we will ignore terms of relative order 1=N, in the remaining discussion. It is cer-
tainly possible to retain these terms, but this would add considerably to the alge-
braic complexity, without revealing any new physics. This being the case,
Equation (5.25) above becomes:

df

dt
¼ 3Naf þ Oð1Þf : ð5:26Þ

From Equation (5.25) it is can be shown that:

df

dt
¼ � 3N

2K
f _F; or

d ln f

dt
¼ � 3N

2K

dF

dt
: ð5:27Þ

Integrating both sides with respect to time enables us to evaluate the time indepen-
dent equilibrium distribution function:

fKðGÞ ¼ exp½�bFðGÞ�dðKðGÞ � K0ÞÐ
dG exp½�bFðGÞ�dðKðGÞ � K0Þ ; ð5:28Þ

where the constant, b ¼ 3N=2K0. We call this distribution function the isokinetic
distribution fK (Evans and Morriss, 1983a; 1983c). It has a very simple form: the
kinetic degrees of freedom are distributed microcanonically, and the configurational
degrees of freedom are distributed canonically. The thermodynamic temperatures
ð@E=@SÞN ;V ¼ T of these two subsystems are, of course, identical.

If one retains terms of order 1=N in the above derivation, the result is the same
except that b ¼ ð3N � 4Þ=2K0. Such a result could have been anticipated in
advance because, in our Gaussian isokinetic system, four degrees of freedom
are frozen, one by the kinetic energy constraint, and three because the linear
momentum is fixed.

One can check that the isokinetic distribution is an equilibrium solution of the
equilibrium Liouville equation. Clearly dfK=dt=0. As one follows the streaming
motion of an evolving point in phase space Γ(t), the streaming derivative of the
comoving local density is:

dfK
dt

¼ 3N

2KðGÞ
_FðGÞfKðGÞ=0: ð5:29Þ

This is a direct consequence of the fact that, for a Gaussian isokinetic system, phase
space is compressible. It is clear, however, that in the absence of external fields
kdfK=dtl ¼ 0, because the mean value of _F must be zero. If we sit at a fixed
point in phase space and ask whether, under Gaussian isokinetic dynamics, the iso-
kinetic distribution function changes, then the answer is no. The isokinetic distri-
bution is the equilibrium distribution function. It is preserved by the dynamics.
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Substitution into the Liouville equation gives:

@fK
@t

¼ � _G � @fK
@G

� fK
@

@G
� _G ¼ ðb _Fþ 3NaÞfK ¼ 0: ð5:30Þ

The proof that the last two terms sum to zero is easily given using the fact that,
b ¼ 3N=2K0 and that K ¼P

1
2m p

2 is a constant of the motion. Hence

b _Fþ 3Na ¼ �b
X
i

1
mi
pi � Fi þ 3N

P
i

1
mi
pi � Fi

P
i

1
mi
p2i

¼ 0: ð5:31Þ

If the equilibrium isokinetic system is ergodic, a single trajectory in phase space
will eventually generate the isokinetic distribution. On the other hand, a single iso-
kinetic trajectory cannot ergodically generate a canonical distribution. We can,
however, ask whether isokinetic dynamics will preserve the canonical distribution.
If we integrate the equations of motion for an ensemble of systems which are
initially distributed canonically, will that distribution be preserved by isokinetic
dynamics? Clearly:

@fc
@t

¼ fcð3Naþ b _K þ b _FÞ ¼ fcðb� 3N

2KðGÞÞ
_FðGÞ ¼ fcDðbÞ _FðGÞ; ð5:32Þ

is not identically zero. In this expression K is a phase variable and not a constant,
and _F is only equal to zero on average. K would only be a constant if all members
of the ensemble had identical kinetic energies. The mean value of 3N



2K is, of

course, b.
Consider the time derivative of the canonical average of an arbitrary extensive

phase variable B where the dynamics are Gaussian isokinetic:

d

dt
kBðtÞl ¼

ð
dGB

@fc
@t

¼
ð
dGBDðbÞ _Ffc: ð5:33Þ

The time derivative of the ensemble average is:

d

dt
kBðtÞl ¼ kB 3N

2K
� b

� �
_Fl ¼ b

K0
kBDK _Flþ OðD2Þ; ð5:34Þ

where DK ; K � kKl ¼ K � K0. Equation (5.34) can be written as the time
derivative of a product of three extensive, zero-mean variables:

d

dt
kBðtÞl ¼ b

K0
½kBlkDK _Flþ kDBDK _Fl� ¼ b

K0
kDBDK _Fl ¼ Oð1Þ: ð5:35Þ
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In deriving these equations we have used the fact that kDK _Fl ¼ 0, and that the
ensemble average of the product of three extensive, zero-mean phase variables is
of order N, while K0 ¼ kKl is extensive.

The above equation shows that although B is extensive, the change in kBðtÞl with
time, (as the ensemble changes from canonical at t ¼ 0, to whatever for the
Gaussian isokinetic equations generate as t ! 1) is of order 1 and therefore can
be ignored relative to the average of B itself. In the thermodynamic limit the
canonical distribution is preserved by Gaussian isokinetic dynamics.

Hamiltonian formulation of the GIK thermostat

One of the most surprising results is that there is a Hamiltonian formulation of the
Gaussian isokinetic (GIK) thermostat (Dettmann and Morriss, 1996a). Related to
this is a variational formulation in terms of geodesic motion in a curved space.
The existence of a Hamiltonian allows a correspondence to be made between
Gaussian thermostatted systems and other Hamiltonian dynamical systems, so
that both can be treated on an equal footing. The implied conservation of phase
volume and the associated symplectic structure of phase space give a new under-
standing of thermostatted systems. Later we will see that this Hamiltonian structure
survives away from equilibrium for some systems. For the moment we emphasize
that the seemingly nonHamiltonian equations of motion become Hamiltonian after
a particular change of variable involving the momenta and the time. The apparent
contradiction is resolved by distinguishing between physical and canonical
momenta, (in analogy with a charged particle in a magnetic field).

Setting m¼ 1 and scaling the magnitude of the momentum vector jðp1; . . . ; pN Þj
to be equal to one, the Gaussian isokinetic equations of motion can be rewritten as:

dqi
dt

¼ pi,
dpi
dt

¼ Fi � api, a ¼
XN
i¼1

Fi � pi: ð5:36Þ

In these variables the total kinetic energy is equal to 1/2. The central result is a one-
parameter family of Hamiltonians which generate the GIK equations of motion
(Dettmann and Morriss, 1996a):

Hbðq;p ; lÞ ¼ 1

2
exp½ðbþ 1ÞFðqÞ�

XN
i¼1

p2
i �

1

2
exp½ðbþ 1ÞFðqÞ�: ð5:37Þ

Here pi is the Hamiltonian momentum of particle i and l is the Hamiltonian time,
so the Hamiltonian equations of motion are:

d

dl
qi ¼

@H

@pi
¼ exp½ðbþ 1ÞF�pi ¼ ðexp½F�piÞexp½bF� ð5:38Þ
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d

dl
pi ¼ � @H

@qi
¼ � 1

2

@F

@qi
exp½ðb� 1ÞF�

�
�
ðbþ 1Þ exp½2F�

X
i

p2
i � ðb� 1Þ

�
:

ð5:39Þ

We are now free to choose the connection between Hamiltonian variables ðq;p; lÞ
and physical variables ðq; p; tÞ. Equation (5.38) suggests a particular choice:

dt

dl
¼ exp½bF� and pi ¼ exp½F�pi: ð5:40Þ

As the physical kinetic energy is equal to 1/2, Equation (5.40) implies that
exp½2F�Pi p

2
i ¼ 1, and hence the conserved value of the Hamiltonian (5.37) is zero.

We now demonstrate that the equations of motion (5.38) and (5.39) together with
the connection between Hamiltonian and physical variables, leads to the GIK
equations of motion. Combining Equations (5.38) and (5.40) the left-hand side
of Equation (5.38) becomes:

d

dl
qi ¼

dt

dl

d

dt
qi ¼ exp½bF� d

dt
qi ¼ exp½bF� _qi;

and the right-hand side is ðexp½F�piÞexp½bF� ¼ piexp½bF� so we obtain _qi ¼ pi,
that is the first equation of (5.36). Similarly for Equation (5.39), the left-hand
side is:

d

dl
pi ¼ dt

dl

d

dt
ðexp½�F�piÞ ¼ exp½bF� exp½�F� _pi � piexp½�F�dF

dt

� �

¼ exp½ðb� 1ÞF� _pi � pi
XN
i¼1

_qi �
dF

dqi

 !

¼ exp½ðb� 1ÞF� _pi þ pi
XN
i¼1

pi � Fi

 !
¼ exp½ðb� 1ÞF�ð _pi þ apiÞ;

and the right-hand side is:

1

2
Fi exp½ðb� 1ÞF� ðbþ 1Þ exp½2F�

X
i

p2
i � ðb� 1Þ

 !

¼ 1

2
Fi exp½ðb� 1ÞF� ðbþ 1Þ

X
i

p2i � ðb� 1Þ
 !

¼ 1

2
Fi exp½ðb� 1ÞF�ð2Þ ¼ Fi exp½ðb� 1ÞF�:
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Combining these two equations gives the second equation in (5.36)
_pi ¼ Fi � api, where α is also given by Equation (5.36). This completes the
proof that the Hamiltonian (5.37) generates the GIK equations of motion.

Notice that the value of b is completely arbitrary, and does not affect the
equations of motion, however, there are three particular values of b in which the
canonical variables have a simple interpretation. Hamiltonians with different b
are not related by any of the usual types of canonical transformation, since the
time variables differ in each case.

(1) For b ¼ �1, the Hamiltonian reduces to kinetic plus potential energy. The thermo-
statted equations are thus equivalent to a potential problem with zero total energy. Alter-
natively, any system of particles with purely attractive forces and zero total energy can be
represented in terms of GIK thermostatted dynamics.

(2) For b ¼ 0, the canonical and physical times are the same, so this is the most natural
form in which to derive the thermostatted dynamics.

(3) For b ¼ 1, the Hamiltonian is a quadratic form:

Hb¼1ðq;p,lÞ ¼ 1

2
exp½2FðqÞ�

XN
i¼1

p2
i �

1

2
: ð5:41Þ

Ignoring the constant, we see that GIK dynamics are equivalent to a geodesic in a curved
space with metric gmy, that is Hgðq;pÞ ¼ 1

2 g
myðqÞpmpy. Hb¼1 is equivalent to geo-

desic motion on configuration space with a metric given by:

ds2 ¼ exp½�2F�
XN
i¼1

dq2i : ð5:42Þ

The trajectory followed between two points in configuration space has extremal
length with respect to the metric. That is, for any two points in configuration
space A and B, the trajectory followed by the system has a minimum value ofÐ
ds for all paths between A and B. Occasionally it may be only a local

minimum, or even (for sufficiently pathological Φ) a maximum. We have also inci-
dentally proved that the dynamics is time reversible, as there is no preferred direc-
tion along a geodesic. We have shown that the Gaussian isokinetic thermostat is
intimately related to more conventional dynamical systems, augmenting the link
which has already been made between quadratic Hamiltonians and geodesic
motion in a curved manifold (Szydlowski and Biesiada, 1991).

Nosé–Hoover thermostat – canonical ensemble

The Gaussian thermostat generates the isokinetic ensemble by a differential feed-
back mechanism. The change in the kinetic temperature is constrained to be
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precisely zero. Control theory provides a range of alternative feedback processes:
proportional, differential, and integral. After the Gaussian thermostat was devel-
oped (which uses differential feedback), (Nosé, 1984a; 1984b) utilized an integral
feedback mechanism to generate the canonical ensemble.

The original Nosé method considers an extended system with an additional coor-
dinate s and its conjugate momentum ps. The extra two variables s and ps can be con-
sidered to be the simplest realization of an external reservoir, interacting with the
system by scaling the velocities vi ¼ s _qi. The potential energy associated with s
is ðg þ 1ÞkBT ln s, where g is the number of degrees of freedom of the system and
T is the target value of the temperature. It is the particular choice of the potential
for s and the interaction with the rest of the system which leads to dynamics
which generate the canonical ensemble. Subsequently, Hoover (1985) rewrote the
Nosé equations of motion in a form that is similar to the Gaussian equations. The
only difference is that the multiplier a has its own equation of motion.

The Nosé Hamiltonian for the extended system of N particles in a potential Φ is:

HN ðq;p; s; psÞ ¼
XN
i¼1

p2
i

2mis2
þFðqÞ þ p2s

2Q
þ ðg þ 1ÞkBT ln s; ð5:43Þ

where Q is an arbitrary constant corresponding to the mass of the reservoir (s is
dimensionless so Q does not have the dimensions of mass). The equations of
motion generated by this Hamiltonian are:

dqi
dl

¼ pi

ms2
;

dpi

dl
¼ Fi;

ds

dl
¼ ps

Q
;

dps
dl

¼
XN
i¼1

p2
i

mis3
� ðg þ 1ÞkBT

s
,

ð5:44Þ

where we choose l to be the Hamiltonian time variable. We can eliminate the vari-
able ps from the equations of motion by combining the last two equations to obtain
a single second-order differential equation for s. For an equilibrium system, the
average force on the s variable must be zero, so:

k d2sdl2 l ¼ 1

Q kXN
i¼1

p2
i

mis3
� ðg þ 1ÞkBT

s l ¼ 0: ð5:45Þ

If we choose the Hamiltonian momenta to be related to the physical momenta by
pi ¼ spi then:

kXN
i¼1

p2
i

mis3l ¼ kXN
i¼1

1

s

p2i
mil ¼ ðg þ 1ÞkBT k1sl: ð5:46Þ
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This suggests that the dynamical average of kBT and an arbitrary phase variable A
has the general form:

kBT ¼
kXN
i¼1

1

s

p2i
mil

ðg þ 1Þk1sl
) kAl ¼

ðT
0

AðlÞ
s

� �
dl

ðT
0

1

s

� �
dl

: ð5:47Þ

Comparing this with the usual physical time t we take the relation between the
Hamiltonian time l and physical time t to be dt ¼ dl=s.

To calculate the equilibrium distribution function for the Nosé Hamiltonian we
use the fact that for an ergodic system, the extended system is microcanonical.
Hence from Equation (5.43):

Z ¼ 1

N !

ð
dqdpdsdpsd

XN
i¼1

p2
i

2mis2
þFðqÞ þ p2s

2Q
þ ðg þ 1ÞkBT ln s� E

 !
, ð5:48Þ

where q and p are 3N-dimensional vectors, q ; ðq1; . . . ; qN Þ and
p ; ðp1; . . . ;p N Þ. If we change variables from p to p, where p ; ðp1; . . . ; pN Þ
and pi ¼ pi=s for each i, then:

Z ¼ 1

N !

ð
dqdpdsdpss

3Nd H0ðq; pÞ þ p2s
2Q

þ ðg þ 1ÞkBT ln s� E

� �
, ð5:49Þ

where H0ðq; pÞ ¼
P

i p
2
i =2mi þFðqÞ is the usual N-particle Hamiltonian. The

integral over s can be performed as the only contributions come from the zeros
of the argument of the delta function. If GðsÞ ¼ H0ðq; pÞ þ p2s=2Qþ
ðg þ 1ÞkBT ln s � E, then G has only one zero, that is:

s0 ¼ exp

�
� H0(q; p)þ p2s=2Q� E

ðg þ 1ÞkBT
�
: ð5:50Þ

Using the identity dðGðsÞÞ ¼ dðs� s0Þ=G0ðsÞ it is easy to show that the integral over
s gives:

Z ¼ 1

N !

ð
dqdpdps

1

ðg þ 1ÞkBT exp � 1

kBT

3N þ 1

ðg þ 1Þ H0ðq; pÞ þ p2s
2Q

� E

� �� �
:

ð5:51Þ
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Here the choice g ¼ 3N cancels the factor in the exponent. The integral over ps is
the infinite integral of a Gaussian and the result is:

Z ¼ 1

ð3N þ 1Þ
2pQ

kBT

� �1=2 1

N !

ð
dqdp exp �H0ðq; pÞ � E

kBT

� �
: ð5:52Þ

If the variables q;p; s; ps are distributed microcanonically, then the variables p and
q are distributed canonically.

To compute averages in real physical time the equations of motion can be written
in terms of the physical variables (q, p, t), eliminating the Hamiltonian variables
p; s; ps; l, entirely. We use the same transformations as before pi ¼ spi and
dt ¼ dl=s to rewrite the Nosé equations of motion as:

dqi
dt

¼ pi
mi

;
dpi
dt

¼ Fi � 1

s

ds

dt

� �
pi;

ds

dt
¼ ps

Q
s;

dps
dt

¼
XN
i¼1

p2i
mi

� ðg þ 1ÞkBT :
ð5:53Þ

Introducing a new variable z ¼ ps=Q to replace ps, the equations of motion become:

_qi ¼
pi
mi

; _pi ¼ Fi � zpi,

_s ¼ zs; _z ¼ 1

Q

XN
i¼1

p2i
mi

� ðg þ 1ÞkBT
 !

¼ 1

t2
KðpÞ
K0

� 1

� �
,

ð5:54Þ

where the dot represents the derivative with respect to t. The term
K0 ¼ 1

2 ðg þ 1ÞkBT is the target value of the kinetic energy, K(p) is the instan-
taneous value of the kinetic energy, and τ is a relaxation time which is related to
the mass of the s degree of freedom (t 2 ¼ 1

2Q=K0). The motion of the system of
interest can now be determined without reference to s. It is an irrelevant variable!
The variable _z is a function of p only, so the complete description of the system can
be given in terms of the variables ðq; p; zÞ. A time average in the physical variables
now takes the usual form:

kAlt ¼
1

T 0

ðT 0

0
dt0Aðq; pÞ: ð5:55Þ

Notice that a Nosé isoenergetic (NIE) thermostat can be constructed from
Equations (5.54) by replacing K(p) by E(q, p), and K0 by E0.

We have dispensed with the original form of Nosé’s equations entirely. The N
particle distribution function f ðG; zÞ generated by the Nosé–Hoover equations of
motion can be obtained by solving the Liouville equation for the equations of
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motion for the physical variables ðq; p; z Þ. The total time derivative of f ðG; zÞ from
the Liouville equation is:

df

dt
¼ �f

@

@G
� _Gþ @

@z
_z

� �
: ð5:56Þ

From the equations of motion (5.54) it is easy to see that _z is a function of p, and
hence independent of ζ. The only nonzero contribution to the right-hand side comes
from the p dependence of _p, so that:

d

dt
ln f ¼ 3Nz: ð5:57Þ

Considering the time derivative of the quantity H0 þ 1

2
Qz2:

d

dt
H0 þ 1

2
Qz2

� �
¼ d

dt
H0 þ Qz_z ¼ �ðg þ 1ÞzkBT : ð5:58Þ

If we take g þ 1 ¼ 3N ; then from Equations (5.57) and (5.58) we find that the
equilibrium distribution function is the extended canonical distribution fc, where:

fcðG; zÞ ¼
exp �b H0 þ 1

2Qz
2

� �� �
Ð
dGdz exp �b H0 þ 1

2Qz
2

� �� � : ð5:59Þ

In the Hoover representation of the equations of motion the scaling variable s has
been eliminated so the number of degrees of freedom of the system changes from
3N þ 1 to 3N.

5.3 Isothermal linear response theory

In Section 5.2 we considered two forms of thermostatted dynamics – the Gaussian
isokinetic dynamics and the Nosé–Hoover canonical ensemble dynamics. Both of
these thermostatted equations of motion can add or remove energy from the system
to control its temperature. It is particularly important to incorporate thermostatted
dynamics when an external field perturbs the system. This allows the irreversibly
produced heat to be removed continuously, and the system maintained in a
steady, nonequilibrium state. We now generalize the adiabatic linear response
theory of Section 5.1, to treat perturbed thermostatted systems we have developed
in Section 5.2. Following Morriss and Evans (1985), we consider an N-particle
system evolving under the Gaussian isokinetic dynamics for t < 0, but subject to
an external field Fe, for all times t > 0. The equations of motion are given by:

_qi ¼
pi
m
þ CiFeðtÞ

_pi ¼ Fi þ DiFeðtÞ � api: ð5:60Þ
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The term api couples the system to a thermostat and we shall take:

a ¼ a0 þ a1FeðtÞ ¼
P
i

1
mi
Fi � piP

i

1
mi
p2i

þ
P
i

1
mi
Di � piP

i

1
mi
p2i

FeðtÞ; ð5:61Þ

so that the peculiar kinetic energy, KðGÞ ¼P
i p

2
i =2m ¼ K0, is a constant of the

motion. In the absence of the field, these equations of motion ergodically generate
the isokinetic distribution function, fK, Equation (5.28), with b ¼ 3N=2K0. As we
have seen, the isokinetic distribution function fK, is preserved by the field-free iso-
kinetic equations of motion and that:

@fK
@t

¼ �iLKfK ¼ 0: ð5:62Þ
We use iLK for the zero-field isokinetic Liouvillean.

To calculate the linear thermostatted response we need to solve the linearized
Liouville equation for thermostatted systems. Following the same arguments used
in the adiabatic case (Equations (5.8–5.12)), the linearized Liouville equation is:

@

@t
Df ðG; tÞ þ iLKDf ðG; tÞ ¼ �DiLðtÞfKðGÞ þ OðD2Þ; ð5:63Þ

where iL(t) is the external field dependent, isokinetic Liouvillean and
DiLðtÞ ¼ iLðtÞ � iLK . Its solution is the analog of (5.13), namely:

Df ðG; tÞ ¼ �
ðt
0
dsexpð�iLKðt � sÞÞDiLðsÞfKðGÞ þ OðD2Þ, ð5:64Þ

Using Equations (5.8), (5.28), and (5.60), and the fact that b ¼ 3N=2K0, it is easy to
show that:

DiLðtÞfKðGÞ ¼ iLðtÞfKðGÞ � iLKfKðGÞ ¼ iLðtÞfKðGÞ

¼ _GðtÞ � @

@G
þ @

@G
� _GðtÞ

� �� �
fKðGÞ

¼ �b _FfKðGÞ � fKðGÞ
X

i

@

@pi
� api
� �

:

ð5:65Þ

There is one subtle point in deriving the last line of Equation (5.65):

XN
i¼1

_pi �
@fK
@pi

¼
XN
i¼1

_pi �
@

@pi

dðKðpÞ � K0Þ exp½�bFðqÞ�
ZKðbÞ

¼ exp½�bFðqÞ�
ZKðbÞ

XN
i¼1

_pi �
@KðpÞ
@pi

@dðKðpÞ � K0Þ
@KðpÞ

¼ exp½�bFðqÞ�
ZKðbÞ

_KðpÞ @dðKðpÞ � K0Þ
@KðpÞ ¼ 0:

ð5:66Þ
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The last line follows because K( p) is a constant of the motion for the Gaussian
isokinetic equations of motion. We have also assumed that the only contribution to
the phase-space compression factor comes from the thermostatting term αpi. This
means that, in the absence of a thermostat, that is the adiabatic case, the phase space
is incompressible and:

@

@G
� _GðtÞad ¼

XN
i¼1

@

@qi
� Ci þ @

@pi
� Di

� �
¼ 0: ð5:67Þ

This assumption or condition is known as the adiabatic incompressibility of
phase space (AIΓ). A sufficient, but not necessary, condition for it to hold is
that the adiabatic equations of motion should be derivable from a Hamiltonian.
It is important to note that AIΓ does not imply that the phase space for the ther-
mostatted system should be incompressible. Rather it states that if the thermo-
stat is removed from the field-dependent equations of motion, the phase space
is incompressible. It is essentially a condition on the external field coupling
terms Ciðq; pÞ and Diðq; pÞ. It is not necessary that Ci be independent of q,
and Di be independent of p. Indeed, in Section 6.3 we find that this is not
the case for planar Couette flow, but the combination of partial derivatives
in Equation (5.67) is zero. It is possible to generalize the theory to treat
systems where AIΓ does not hold, but this generalization has proved to be
unnecessary.

Using Equation (5.61) for the multiplier a, to first order in N we have:

DiLðtÞfKðGÞ ¼ �ðb _FðtÞ þ 3NaÞfKðGÞ

¼ b
XN
i¼1

Ci � Fi � Di � pim
� 	

FeðtÞfKðGÞ

¼ bJ ðGÞFeðtÞfKðGÞ: ð5:68Þ

This equation shows that DiLðtÞf ðGÞ is independent of thermostatting.
Equations (5.68) and (5.15) are essentially identical. This is why the dissipative
flux J is defined in terms of the adiabatic derivative of the internal energy. Interest-
ingly, the kinetic part of the dissipative flux, J ðGÞ, comes from the multiplier α,
while the potential part comes from the time derivative of Φ.

Substituting Equation (5.68) into Equation (5.64), the change in the isokinetic
distribution function is given by:

Df ðG; tÞ ¼ �b

ðt
0
ds exp½�iLKðt � sÞ�J ðGÞFeðsÞfKðGÞ: ð5:69Þ
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Using this result to calculate the mean value of B(t), the isothermal linear response
formula corresponding to Equation (5.16), is:

kBðtÞlK � kBð0ÞlK ¼
ð
dGBðGÞDf ðG; tÞ

¼ �b

ðt
0
ds

ð
dGBðGÞ exp½�iLKðt � sÞ�J ðGÞFeðsÞfKðGÞ

¼ �b

ðt
0
ds

ð
dGfKðGÞJ ðGÞ exp½iLKðt � sÞ�BðGÞFeðsÞ

¼ �b

ðt
0
ds

ð
dGfKðGÞJ ðGÞBðt � sÞFeðsÞ

¼ �b

ðt
0
ds kBðt � sÞJ ð0ÞlK;0FeðsÞ: ð5:70Þ

Equation (5.70) is very similar in form to the adiabatic linear response formula derived
inSection 5.1. The notation k lK;0 signifies that afield-free (0), isokinetic (K) ensemble
average should be taken. Differences from the adiabatic formula are that:

(1) the field-free Gaussian isokinetic propagator governs the time evolution in the equili-
brium time correlation function kBðt � sÞJ ð0ÞlK;0;

(2) the ensemble averaging is Gaussian isokinetic rather than canonical;
(3) because both the equilibrium and nonequilibrium motions are thermostatted, the long

time limit of kBðtÞlK on the left-hand side of Equation (5.70), is finite;
(4) and the formula is ergodically consistent. There is only one ensemble referred to in the

expression, the Gaussian isokinetic distribution. The dynamics used to calculate the
time evolution of the phase variable B in the equilibrium time-correlation function;
ergodically generates the ensemble of time-zero starting states fKðGÞ. We refer to this

as ergodically consistent linear response theory.

The last point means that time averaging rather than ensemble averaging can be
used to generate the time-zero starting states for the equilibrium time-correlation
function on the right-hand side of Equation (5.70).

It can be useful, especially for theoretical treatments, to use ergodically incon-
sistent formulations of linear response theory. It may be convenient to employ
canonical rather than isokinetic averaging, for example. For the canonical
ensemble, assuming AIΓ, we have, in place of Equation (5.65):

DiLðtÞfcðGÞ ¼ �ðbD _Fþ 3NDaÞfcðGÞ

¼ b
X

Fi � Ci � 3N

2K

X pi
m
� Di

� �
Fe fcðGÞ

¼ bJ ðGÞFe fcðGÞ þ b
DK

kKlc;0

X pi
m
� DiFe fcðGÞ þ OðD2Þ;

ð5:71Þ
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where D _F is the difference between the rate of change of Φ with the external field
turned on and with the field turned off ( _FðFeÞ � _FðFe ¼ 0Þ). Similarly
Da ¼ aðFeÞ � aðFe ¼ 0Þ ¼ a1Fe (see Equation 5.61). The response of a phase
variable B, is therefore:

kBðtÞlc ¼ kBð0Þlc � b

ðt
0
dskBðt � sÞJ ð0Þlc;0FðsÞ

� b

ðt
0
dskBðt � sÞ DK

kKlc;0

X pi
m
� Dið0Þl

c;0

FðsÞ:
ð5:72Þ

Using the same methods as those used in deriving Equation (5.35), we can show
that if B is extensive, the second integral in Equation (5.72) is of order one and
can therefore be ignored.

Thus for a canonical ensemble of starting states and thermostatted Gaussian
isokinetic dynamics, the response of an extensive variable B, is given by:

kBðtKÞlc ¼ kBð0Þlc � b

ðt
0
dskBðt � sÞKJ ð0Þlc;0FðsÞ: ð5:73Þ

Like the isokinetic ensemble formula, the response, kBðtKÞlc, possesses well-
defined steady-state limits.

It is straightforward to apply the linear response formalism to a wide variety of
combinations of statistical mechanical ensembles, and equilibrium dynamics.
The resultant susceptibilities are shown in the Table 5.1 below. It is important
toappreciate that the dissipative flux J ðGÞ is determined by both the choice
of equilibrium ensemble of starting states and the choice of the equilibrium
dynamics.

Table 5.1 Linear susceptibilities expressed as equilibrium time-correlation functionsa,b

Adiabatic response of canonical ensemble x ¼ bkBðtN ÞJ lc (T.5.1)
Isothermal response of canonical or isothermal ensemble x ¼ bkBðtKÞJ lc;K (T.5.2)
Isoenergetic response of canonical or microcanonical
ensembles x ¼ bkBðtN ÞJ lc;E (T.5.3)

Isoenthalpic response of isoenthalpic ensemble
�JFe ; dI=dt x ¼ bkBðtIÞJ lI (T.5.4)

Nosé dynamics of the canonical ensemble x ¼ bkBðtcÞJ lc (T.5.5)c

a Equilibrium dynamics: tN ¼ Newtonian; tK ¼ Gaussian Isokinetic; tI ¼ Gaussian isoenthalpic;
tc ¼ Nosé–Hoover.

b Ensemble averaging: -k lc canonical; k lK isokinetic; k lE microcanonical; k lI isoenthalpic.
c Proof of (T.5.5) can be found in a paper by Holian and Evans (1983).
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5.4 The equivalence of thermostatted linear responses

We shall now address the important question of how the various linear suscepti-
bilities described in Table 5.1, relate to one another. For simplicity, let us assume
that the initial unperturbed ensemble is canonical. In this case, the only difference
between the adiabatic, the isothermal, the isoenergetic, and the Nosé susceptibilities
is in the respective field-free propagators used to generate the equilibrium time-
correlation functions. We will now discuss the differences between the adiabatic
and isothermal responses, however, the analyses of the other cases involve
similar arguments. Without loss of generality we shall assume that the dissipative
flux J and the response phase variable B are both extensive and have mean values
which vanish at equilibrium. The susceptibility is of order N.

The only difference between (T.5.1) and (T.5.2) is in the time propagation of the
phase variable B:

BðtKÞ ¼ UKðtÞBðGÞ ¼ exp½iLKt�BðGÞ ð5:74Þ

and

BðtN Þ ¼ UN ðtÞBðGÞ ¼ exp½iLNt�BðGÞ: ð5:75Þ

In Equations (5.74) and (5.75) the Liouvillean iLN is the Newtonian Liouvillean,
and iLK is the Gaussian isokinetic Liouvillean obtained from the equations of
motion (5.23), with α given by the Fe → 0 limit of Equation (5.20). In both
cases there is no explicit time dependence in the Liouvillean. We note that the
multiplier α is intensive.

We can now use the Dyson Equation (3.102), to calculate the difference between
the isothermal and adiabatic susceptibilities for the canonical ensemble.
If ) denotes the isothermal propagator and → the Newtonian, the difference
between the two relevant equilibrium time-correlation functions is:

kJ ) Bl� kJ ! Bl ¼ kJ ) D ! Bl ; dkJ ) Bl; ð5:76Þ

where we have used the Dyson Equation (3.106). Now the difference between the
isothermal and Newtonian Liouvillean is:

D ¼ iLK � iLN ¼ D _G � @

@G
¼ �a

XN
i¼1

pi �
@

@pi
: ð5:77Þ

Thus

dkJ ) Bl ¼ �
ðt
0
dskJ exp½iLNs�aXN

i¼1

pi �
@

@pi
exp½iLN ðt � sÞ�Bl; ð5:78Þ
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where a is the field-free Gaussian multiplier appearing in the isothermal equation of
motion. We assume that it is possible to define a new phase variable B0 by:

exp½iLNt�B0 ¼
XN
i¼1

pi �
@

@pi
exp½iLN t�B: ð5:79Þ

This is a rather unusual definition of a phase variable, but if B is an analytic func-
tion of the momenta, and then an extensive phase variable B0 always exists. First we
calculate the average value of B0(t):

kB0ðtN Þl ¼ kXN
i¼1

pi �
@

@pi
BðtN Þl ¼

ð
dGfcðGÞ

XN
i¼1

pi �
@

@pi
BðtN Þ

¼ �
ð
dGBðtN Þ

XN
i¼1

� @

@pi
� ðpi fcðGÞÞ

¼ �3N kBðtN Þlþ 2bkBðtN ÞKð0Þl
¼ 2bkBðtN Þ½Kð0Þ � , Kð0Þ .�l:

ð5:80Þ

Unless B is trivially related to the kinetic energy K; kB0ðtN Þl ¼ 0. Typically B will
be a thermodynamic flux, such as the heat-flux, vector or the symmetric traceless
part of the pressure tensor. In these cases kB0ðtN Þl vanishes because of Curie’s
principle (Section 2.3).

Assuming, without loss of generality, that kBðtN Þl ¼ 0, we can show that:

dkJ ) Bl ¼ �
ðt
0
dskJ exp½iLKs�a exp½iLN ðt � sÞ�B0l

¼ �
ðt
0
dskJ ð�sKÞað0ÞB0ðtN � sN Þl:

ð5:81Þ

This is because kJ l ¼ kal ¼ 0. Because J, B, and B0 are extensive and α is intensive,
Equation (5.81) can be expressed as the product of three zero-mean extensive quan-
tities divided by N. The average of three local, zero-mean quantities is extensive,
and thus the quotient is intensive. Therefore, except in the case where B is a
scalar function of the kinetic energy, the difference between the susceptibilities
computed under Newton’s equations and under Gaussian isokinetic equations,
is of order 1=N compared to the magnitude of the susceptibilities themselves.
This means that in the large system limit the adiabatic and isokinetic susceptibilities
are equivalent. Similar arguments can be used to show the thermodynamic equiv-
alence of the adiabatic and Nosé susceptibilities. It is pleasing to be able to prove
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that the mechanical response is independent of the thermostatting mechanism and
so only depends upon the thermodynamic state of the system.

Two further comments can be made at this stage: firstly, there is a simple reason
why the difference in the respective susceptibilities is significant in the case where
B is a scalar function of the kinetic energy. This is simply a reflection of the fact that
in this case, B is intimately related to a constant of the motion for Gaussian iso-
kinetic dynamics. One would expect to see a difference in the susceptibilities in
this case. Secondly, in particular cases one can use Dyson decomposition tech-
niques, (in particular Equation 3.111), to examine systematically the differences
between the adiabatic and isokinetic susceptibilities. Evans and Morriss (1984a)
used this approach to calculate the differences, evaluated using Newtonian and iso-
kinetic dynamics, between the correlation functions for each of the Navier–Stokes
transport coefficients. The results showed that the equilibrium time correlation
functions for the shear viscosity, for the self-diffusion coefficient and for the
thermal conductivity are independent of thermostatting in the large system limit.
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6

Computer simulation algorithms

6.1 Introduction

Linear response theory can be used to design computer simulation algorithms for
the calculation of transport coefficients. There are two types of transport
coefficients: mechanical and thermal, and we will show how thermal transport coef-
ficients can be calculated using mechanical methods.

In Nature nonequilibrium systems may respond essentially adiabatically, or
depending upon circumstances, they may respond approximately isothermally –

the quasi-isothermal response. No natural systems can be precisely adiabatic or
isothermal. There will always be some transfer of the dissipative heat produced
in nonequilibrium systems towards thermal boundaries. This heat may be radiated,
convected, or conducted to the boundary reservoir. Provided this heat transfer is
slow on a microscopic timescale and provided that the temperature gradients
implicit in the transfer process lead to negligible temperature differences on a
microscopic length scale, we call the system quasi-isothermal. We assume that
quasi-isothermal systems can be modelled microscopically in computer simu-
lations, as isothermal systems.

In view of the robustness of the susceptibilities and equilibrium time-correlation
functions to various thermostatting procedures (see Sections 5.2 and 5.4), we
expect that quasi-isothermal systems may be modeled using Gaussian or Nosé–
Hoover thermostats or enostats. Furthermore, since heating effects are quadratic func-
tions of the thermodynamic forces, the linear response of nonequilibrium systems can
always be calculated by analyzing the adiabatic, isothermal, or isoenergetic response.

The fundamental relations between the linear nonequilibrium response and time-
dependent equilibrium fluctuations (Table 6.1) give two ways of calculating the
susceptibilities. We can perform an equilibrium simulation and calculate the appro-
priate equilibrium time-correlation functions. The practical advantage of this
method is that all possible transport coefficients can, in principle, be calculated
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from a single molecular-dynamics run. This approach is however, very expensive
in computer time with poor signal-to-noise ratios, and provides results that often
depend strongly and non-monotonically upon the size of the system. Frequently
a more useful approach is to perform a direct non-equilibrium simulation of the
transport process. For mechanical transport processes we apply an external field,
Fe, and calculate the transport coefficient L, from a linear constitutive relation:

L ¼
ð1
0
dt xðtÞ ¼ lim

Fe!0
lim
t!1

kBðtÞl
Fe

: ð6:1Þ

The use of Equation (6.1) necessitates a thermostat, since otherwise, the work
done on the system would be transformed continuously into heat and no steady
state could be achieved (the limit, t ! 1, would not exist). This method, known
as nonequilibrium molecular dynamics (NEMD), has the added advantage that it
can, in principle, be used to calculate nonlinear as well as linear transport coeffi-
cients. They can be calculated as a function of external field strength, frequency,
or wave vector. The most efficient, number-independent way to calculate mechan-
ical transport coefficients is to ignore the beautiful results of response theory and to
duplicate the transport process, essentially as it occurs in Nature.

Thermal transport processes are much more difficult to simulate on the compu-
ter. A thermal transport process is one which is driven by boundary conditions
rather than mechanical fields. For thermal processes we cannot perform time-
dependent perturbation theory because there is no external field appearing in the
Hamiltonian which could be used as a perturbation variable. In spite of this differ-
ence, susceptibilities for thermal processes show many similarities to their mechan-
ical counterparts (compare Equation (5.73) with the results of Chapter 4). If J is the
flux of some conserved quantity (mass, momentum, or energy), and if X is a gra-
dient in the density of that conserved quantity, then a linear Navier–Stokes transport
coefficient is defined by a constitutive relation of the form:

J ¼ LX : ð6:2Þ

Table 6.1 Green–Kubo relations for Navier–Stokes transport coefficients

Self diffusion D ¼ 1
3

Ð1
0 dtkviðtÞ � við0Þl (T.6.1)

Thermal conductivity l ¼ V

3 kBT
2

ð1
0
dtkJQðtÞ � JQð0Þl (T.6.2)

Shear viscosity h ¼ V

kBT

ð1
0
dtkPxyðtÞPxyð0Þl (T.6.3)

Bulk viscosity hV ¼ 1

VkBT

ð1
0
dtk pðtÞV ðtÞ � k pV lð Þ pð0ÞV ð0Þ � k pV lð Þl (T.6.4)
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A Green–Kubo relation relates each of the Navier–Stokes transport
coefficients L to equilibrium fluctuations. These relations are set out in
Table 6.1. Remarkably, Navier–Stokes thermal transport coefficients are related
to equilibrium time-correlation functions in essentially the same way as mechanical
transport coefficients. We must stress, however, that this close formal similarity
between thermal and mechanical transport coefficients only applies to Navier–
Stokes thermal transport processes. If fluxes of non-conserved variables are
involved, then Green–Kubo relations must be generalized (see Equation (4.12)
and Section 4.3).

The ensemble averages employed in Table 6.1 are usually taken to be canonical
while the time dependence of the correlation functions is generated by field-free
Newtonian equations of motion. In Section 5.4, we proved that, except for bulk vis-
cosity, thermostatted equations of motion can also be used to generate the equili-
brium time-correlation functions. For bulk viscosity the correlation function
involves functions of the kinetic energy of the system. We cannot therefore use
Gaussian isokinetic equations of motion (see Equations (5.86) and (5.87)). This
is because, for these equations, the kinetic energy is a constant of the motion.

To calculate thermal transport coefficients using computer simulation, we have
the same two options that were available to us in the mechanical case. We could use
equilibrium molecular dynamics to calculate the appropriate equilibrium time-
correlation functions, or we could mimic experiment as closely as possible and cal-
culate the transport coefficients from their defining constitutive relations. Perhaps
surprisingly the first technique to be used was equilibrium molecular dynamics
(Alder and Wainwright, 1956). Much later, the more efficient nonequilibrium
approach was pioneered by Hoover and Ashurst (1975). Although the realistic
nonequilibrium approach proved more efficient than equilibrium simulations it
was still far from ideal. This was because, for thermal transport processes,
appropriate boundary conditions are needed to drive the system away from
equilibrium – moving walls or walls maintained at different temperatures. These
boundary conditions necessarily make the system inhomogeneous. In dense
fluids particles pack against these walls, giving rise to significant number
dependence and interpretative difficulties.

The most effective way to calculate thermal transport coefficients exploits the
formal similarities between susceptibilities for thermal and mechanical transport
coefficients. We invent a fictitious external field which interacts with the system
in such a way as to precisely mimic the linear thermal transport process. The
general procedure is outlined in Table 6.2. These methods are called synthetic,
because the invented mechanical perturbation does not exist in Nature. It is our
invention and its purpose is to produce a precise mechanical analog of a thermal
transport process.
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With regard to step 3, it is not absolutely necessary to invent equations of motion
which satisfy AIΓ (see Section 5.3). One can generalize response theory so that AIΓ
is not required. However, it is simpler and more convenient to require AIΓ and thus
far it has always proved possible to generate algorithms which satisfy AIΓ. Although
AIΓ is satisfied, most sets of equations of motion used in synthetic NEMD are not
derivable from a Hamiltonian. The preferred algorithms for thermal conductivity
and shear viscosity are not derivable from Hamiltonians. In the case of thermal
conductivity the Hamiltonian approach must be abandoned because of conflicts
with the periodic boundary condition convention used in simulations. For shear
viscosity the breakdown of the Hamiltonian approach occurs for deeper reasons.

Equations of motion generated by this procedure are not unique, and it is usually
not possible a priori to predict which particular algorithm will be most efficient. It is
important to realize that the algorithms generated by this procedure are only
guaranteed to lead to the correct linear (limit Fe ! 0) transport coefficients. We
have said nothing so far about generating the correct nonlinear response.

Many discussions of the relative advantages of NEMD and equilibrium molecu-
lar dynamics revolve around questions of numerical efficiency. For large fields,
NEMD is orders of magnitudemore efficient than equilibrium molecular dynamics.
On the other hand, one can always make NEMD arbitrarily inefficient by choosing
a sufficiently small field. At fields which are small enough for the response to be
linear, there is no simple answer to the question of whether NEMD is more efficient
than equilibrium MD. The number dependence of the errors for the two methods
are very different – compared to equilibrium MD, the relative accuracy of
NEMD can be made arbitrarily great by increasing the system size.

The discussions of efficiency ignore two major advantages of NEMD over
equilibrium molecular dynamics. Firstly, by simulating a nonequilibrium system

Table 6.2 Synthetic NEMD

1. For the transport coefficient of interest Lij, J i ; LijX j. Lij ¼
Ð1
0 dtkJ iðtÞ � J jð0Þl

Identify the Green–Kubo relation for the transport
coefficient

2. Invent a fictitious field Fe and its coupling to the system
(equations of motion) such that the dissipative flux

J ; _H
ad
0 ¼ J j

3. Ensure AIΓ is satisfied that the equations of motion are
homogeneous and that they are consistent with
periodic boundary conditions.

4. Apply a thermostat.
5. Couple Fe to the system isothermally or isoenergetically and

compute the steady state average, kJ iðtÞl,
Lij ¼ lim

Fe!0
lim
t!1

kJ iðtÞl
Fe

as a function of the external field, Fe. Linear response theory
then proves,
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one can visualize microscopically the physical mechanisms that are important to
the transport processes (this is true both for synthetic and realistic NEMD). One
can readily study the distortions of the local molecular structure in nonequilibrium
systems. For molecular systems under shear, one can watch the shear-induced
processes of molecular alignment, rotation, and conformational change (Edberg
et al., 1987). Obtaining this sort of information from equilibrium time-correlation
functions is possible, but it is so difficult that no one has yet attempted the task.
Secondly, NEMD opens the door to studying the nonlinear response of systems
far from equilibrium.

We will now give an extremely brief description of how one performs molecular
dynamics simulations. We refer the reader to far more detailed treatments which
can be found in the excellent monograph by Allen and Tildesley (1987) and in
the review of NEMD by the present authors (Evans and Morriss, 1984b). Consider
the potential energy Φ of a system of N interacting particles. The potential energy
can always be expanded into a sum of pair, triplet, etc., interactions:

FðrÞ ¼ 1

2!

X
fð2Þðri, rjÞ þ 1

3!

X
fð3Þðri, rj, rkÞ þ � � � ð6:3Þ

For the inert gas fluids it is known that the total potential energy can be reason-
ably accurately written as a sum of effective pair interactions. The Lennard–Jones
potential fLJ is frequently used as an effective pair potential:

fð2Þðri, rjÞ � fLJ ðrijÞ ¼ 41
s

rij

� �12

� s

rij

� �6
 !

: ð6:4Þ

The potential energy of the two particles i and j is solely a function of their sep-
aration distance rij and is independent of the relative orientation of their separation
vector rij. The Lennard–Jones potential is characterized by a well depth 1, which
controls the energy of the interaction, and a length scale σ, which is the distance
at which the potential energy is zero in Equation (6.4). If 1

�
kB ¼ 119:8K and

s ¼ 3:405Å, the Lennard–Jones potential forms a surprisingly accurate represen-
tation of liquid argon (Hansen and Verlet, 1969). For proper scaling during simu-
lations, all calculations are performed in reduced units where 1

�
kB ¼ s ¼ m ¼ 1.

This amounts to measuring all distances in units of σ, all temperatures in units of
1
�
kB and all masses in units of m. The Lennard–Jones potential is often truncated

at a distance, rc ¼ 2:5s. A typical state point for the dense fluid regime is the
Lennard–Jones triple point where rs 3 ¼ 0:8442 and kT

�
1 ¼ 0:722. Other poten-

tials that are commonly used include the Weeks–Chandler–Andersen (WCA)
potential which is the Lennard-Jones potential truncated at the position of the
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minimum potential energy (21=6s) and then shifted up so that the potential is zero at
the cutoff:

fWCAðrijÞ ¼ 41 s=rij
� �12� s=rij

� �6� �
þ 1; r , 21=6s

0; r . 21=6s
:

(
ð6:5Þ

The main advantage of this potential is its extremely short range. This permits
simulations to be carried out much more quickly than is possible with the
longer-ranged Lennard–Jones potential. Another short-ranged potential that is
often used is the soft sphere potential which omits the r�6 term from the
Lennard–Jones potential. The soft sphere potential is often truncated at 1:5s.

In molecular dynamics one simply solves the equations of motion for a system of
N interacting particles. The force on particle i, due to particle j, Fij, is evaluated
from the potential as:

Fij ¼ � @fij

@ri
¼ � @rij

@ri

@fij

@rij
¼ r̂ijf

0ðrijÞ, ð6:6Þ

where rij ¼ rj � ri and r̂ij is the unit vector in the direction of rij. The N interacting
particles are placed in a cubic cell which is surrounded by an infinite array of iden-
tical cells – so-called periodic boundary conditions. To compute the force on a
given particle in the primitive cell one locates the closest (or minimum) image posi-
tions of each of the other N � 1 particles. The minimum image of particle i may be
within the primitive cell, or in one of the surrounding image cells (see Figure 6.1).
One then finds all the minimum images particles for i, that lie within the potential
cutoff distance rc and uses (6.6) to compute the contributions to the force on i,
Fi ¼

P
Fij.

Finally one solves Newton’s or Hamilton’s equations of motion for the system:

_qi ¼
pi
m
:

_pi ¼ Fi:

ð6:7Þ

If, during the course of the motion, particle i leaves the primitive cell, it will be
replaced under the periodic boundary condition convention by an image of itself,
travelling with exactly the same momentum, one lattice vector distant. We use
Hamilton’s form for the equations of motion because this form is more convenient
than the Newtonian form both for NEMD and for equilibrium molecular dynamics
with velocity-dependent forces (such as thermostats). Typically we solve the
equations of motion using a fifth-order Gear predictor-corrector method (Gear,
1971). In this way the errors inherent in our model equations of motion are com-
pletely separate from the errors inherent in their numerical solution. In studies of
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the stability or transient response of systems to external fields we use the less
efficient Runge–Kutta methods. Unlike the Gear algorithms, Runge–Kutta
methods are self-starting, achieving full accuracy in the first timestep.

We will now give a summary of some of the synthetic NEMD algorithms that
have been used to calculate Navier–Stokes transport coefficients.

6.2 Self diffusion

The first NEMD algorithm for self diffusion was devised by Holian (Erpenbeck,
1977). In this elegant scheme the self-diffusion coefficient was evaluated as the lim-
iting value of the mutual diffusion coefficient as the two species become identical.
The two species differ only by a color label which plays no role in their subsequent
dynamics, but which is reset in a probabilistic fashion as particles cross a labeling
plane. A concentration gradient in colored species is set up and the mutual diffusion
coefficient is calculated from the constitutive relation (color current/color
gradient). If the labels or colors of the atoms are ignored, the simulation is an ordi-
nary equilibrium molecular dynamics simulation. If one calculates the species
density as a function of position, the periodic boundary conditions imply that it
is discontinuous at the labeling plane. The technique is inhomogeneous and is
not applicable to mutual diffusion of species which are really different molecules,
as the relabeling process will obviously generate discontinuities in pressure and

rc

L

Minimum image cell of
particle

Primitive cell

rc < L

Figure 6.1 Orthogonal periodic boundary conditions
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energy. The techniques we describe are homogeneous. They do not create concen-
tration gradients or coupled temperature gradients as the Holian scheme does. The
algorithms can be extended to calculate mutual diffusion or thermal diffusion coef-
ficients of mixtures (Macgowan and Evans, 1986b; Evans and Macgowan, 1987).

We begin by considering the Green–Kubo relation for the self diffusion coeffi-
cient (Section 4.1):

D ¼
ð1
0
dtkvxiðtÞ � vxið0Þl: ð6:8Þ

We design a Hamiltonian so that the susceptibility of the color current to the
magnitude of the perturbing color field is closely related to the single-particle
velocity autocorrelation function (6.8). Consider the color Hamiltonian (Evans
et al., 1983)

H ¼ H0 �
XN
i¼1

cixiFðtÞ; t . 0, ð6:9Þ

where H0 is the unperturbed Hamiltonian. The ci are called color charges. We use
color rather than charge to emphasize that H0 is independent of the color charges
cif g. At equilibrium, in the absence of the color field, the dynamics are color
blind. For simplicity we consider an even number of particles N, with colours
ci ¼ ð�1Þi. The response function we consider is the color current density Jx:

Jx ¼ 1

V

XN
i¼1

ci _xi: ð6:10Þ

Since we are dealing with a Hamiltonian system, AIΓ (Section 5.3), is automati-
cally satisfied. The dissipation function is:

_H
ad
0 ¼ FðtÞ

XN
i¼1

civxi ¼ FðtÞJxV : ð6:11Þ

Linear response theory therefore predicts that (Sections 5.1 and 5.3):

kJxðtÞl ¼ bV

ðt
0
dtkJxðt � sÞ � Jxð0Þl0FðsÞ; ð6:12Þ

where the propagator implicit in Jxðt � sÞ is the field-free equilibrium propagator.
(Were we considering electrical rather than color conductivity, Equation (6.12)
would give the Kubo expression for the electrical conductivity.) To obtain the dif-
fusion coefficient we need to relate the color current autocorrelation function to the
single particle velocity autocorrelation function. This relation, as we shall see,
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depends slightly on the choice of the equilibrium ensemble. If we choose the cano-
nical ensemble then:

kJxðtÞJxð0Þlc ¼
1

V 2

XN
i;j

cicjkvxiðtÞvxjð0Þlc: ð6:13Þ

In the thermodynamic limit, for the canonical ensemble, if j = i, then
kvxiðtÞvxjð0Þl ¼ 0; 8t. This is clear since if c is the sound speed, vxjð0Þ can only
be correlated with other particles within its sound cone (i.e. within a volume
with radius ct). In the thermodynamic limit there will always be infinitely more par-
ticles outside the sound cone than within it. Since the particles outside this cone
cannot possibly be correlated with particle i, we find that:

kJxðtÞJxð0Þlc ¼
1

V 2

XN
i¼1

c2i kvxiðtÞvxið0Þlc ¼
N

V 2
kvxðtÞvxð0Þlc: ð6:14Þ

Combining this equation with the Green–Kubo relation for self diffusion gives:

D ¼ 1

br
lim
t!1 lim

F!0

kJxðtÞl
F

: ð6:15Þ

If we are working within themolecular dynamics ensemble where the total linear
momentum of the system is zero, then vxi are not independent. In this case there is
an order N�1 correction to this equation and the self-diffusion coefficient becomes
(Evans, 1983b):

D ¼ N � 1

N

1

br
lim
t!1 lim

F!0

kJxðtÞl
F

: ð6:16Þ

In the absence of a thermostat, the order of the limits in Equations (6.15) and
(6.16) is important. They cannot be reversed. If a thermostat is applied to the
system, a trivial application of the results of Section 5.3 allows the limits to be
taken in either order.

As an example of the use of thermostats we will now derive the Gaussian isoki-
netic version of the color diffusion algorithm. Intuitively it is easy to see that as
the heating effect is nonlinear (that is OðF2Þ), it does not affect the linear response.
The equations of motion we employ are:

_qi ¼
pi
m

_pi ¼ Fi þ x̂ciF � a pi � x̂cim�_xi
� �

,
ð6:17Þ

where x̂ is the unit vector in the x-direction and m�_xi is the average momentum
of particle i. If i is even, m�_xi . 0 and if i is, odd m�_xi , 0. The Gaussian
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multiplier required to thermostat the system is obtained from the constraint
equation:

1

m

XN
i¼1

pi � x̂cim�_xi
� �2 ¼ 3NkBT : ð6:18Þ

In this definition of the temperature we calculate the peculiar velocities of each
particle relative to the streaming velocity of the species. If one imagined that the
two species are physically separated, then this definition of the temperature is inde-
pendent of the bulk velocity of the two species. Without this definition of the
peculiar kinetic energy, the thermostat and the color field would work against
each other and the temperature would have an explicit quadratic dependence on
the color current. Combining Equation (6.17) and the time derivative of
Equation (6.18) we identify the thermostatting multiplier as:

a ¼
P

Fi þ x̂ciFð Þ � pi � x̂cim�_xi
� �

P
pi � x̂cim�_xi
� �2 : ð6:19Þ

In the original paper, (Evans et al., 1983), the thermostat was only applied to the
components of the velocity which were orthogonal to the color field. It can be shown
that the linear response of these two systems is identical, provided the systems are at
the same state point (in particular, if the systems have the same temperature).

The algorithm is homogeneous since, if we translate particle i and its interacting
neighbors, the total force on i remains unchanged. The algorithm is also consistent
with ordinary periodic boundary conditions (Figure 6.1). There is no change in the
color charge of particles if they enter or leave the primitive cell. It may seem para-
doxical that we can measure diffusion coefficients without the presence of concen-
tration gradients, however, we have replaced the chemical potential gradient which
drives real diffusion processes with a fictitious color field. A gradient in chemical
potential implies a composition gradient and a coupled temperature gradient. Our
color field acts homogeneously and leads to no temperature or density gradients.
Linear response theory, when applied to our fictitious color field, tells us how
the transport properties of our fictitious mechanical system relate to the thermal
transport process of diffusion.

By applying a sinusoidal color field FðtÞ ¼ F0eivt, we can calculate the entire
equilibrium velocity autocorrelation function. Noting the amplitude and the relative
phase of the color current, we can calculate the complex frequency dependent
susceptibility:

xðvÞ ¼
ð1
0
dte�ivtxðtÞ ¼ lim

F!0

J ðvÞ
FðvÞ : ð6:20Þ
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An inverse Fourier–Laplace transform gives of xðtÞ gives the velocity autocor-
relation function.

Figure 6.2 shows the results of computer simulations of the diffusion coefficient
for the 108 particle Lennard–Jones fluid at kT=1 ¼ 1:08 and rs 3 ¼ 0:85. The
open circles were obtained using Equation (6.17). We see the color conductivity
(left y-axis) and the diffusion coefficient (right y-axis), plotted as a function of
the color current. The self-diffusion coefficient is obtained by extrapolating the
current to zero. The arrow “EMD” shows the results of equilibrium molecular
dynamics where the diffusion coefficient was obtained by integrating the velocity
autocorrelation function (Section 4.1, Levesque and Verlet, 1970). The equilibrium
and nonequilibrium simulations are in statistical agreement. Also shown in
Figure 6.2, are the results of simulations performed at constant color current,
rather than constant color field. We will return to this matter when we describe
Norton ensemble methods in Section 6.7.

In terms of computational efficiency, the self-diffusion coefficient, being a
single-particle property, is far more efficiently computed from equilibrium simu-
lations rather than from the algorithm given above. The algorithm we have
outlined above is useful for pedagogical reasons. It is the simplest NEMD
algorithm. It is also the basis for developing algorithms for the mutual diffusion
coefficients of mixtures (Evans and Macgowan, 1987). The mutual diffusion
coefficient, being a collective transport property, is difficult to calculate using
equilibrium molecular dynamics (Erpenbeck, 1989). If the two coloured
species are distinct electrically charged species, the color conductivity is actually

0.0 
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0.06 σ

EMD 

0.00 

0.05 

0.10 

20.0 40.0 
I

D

Figure 6.2 The filled squares are constant color simulations, while the open circles
are constant color field simulations. On the left-hand vertical axis is the color
conductivity and the right-hand vertical axis is the diffusion coefficient. The
horizontal axis is the color field. Constant current results are plotted at their
average color field
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the electrical conductivity and the algorithm given above provides a simple means
for its calculation, although H0 is not independent of the electrical charge.

6.3 Couette flow and shear viscosity

We now describe a homogeneous algorithm for calculating the shear viscosity.
Among the Navier–Stokes transport processes, shear viscosity is unique in that a
steady, homogeneous algorithm is possible using only periodic boundary conditions
to drive the system to a nonequilibrium state. Apart from the possible presence of a
thermostat, the equations of motion can be simple Newtonian equations of motion.
We will begin by describing how to adapt periodic boundary conditions for planar
Couette flow. We will assume that the reader is familiar with the use of fixed orthog-
onal periodic boundary conditions in equilibrium molecular dynamics simulations
(Allen and Tildesley, 1987). The Lees–Edwards boundary conditions are sufficient
to define an algorithm for planar Couette flow – boundary driven shear flow. As this
algorithm is the adaption of periodic boundary conditions to simulations of shear
flow, the algorithm is exact arbitrarily far from equilibrium.

From a theoretical point of view the boundary driven algorithm is difficult to
analyze, there is no external field in the equations of motion, and we cannot
employ response theory to link the results obtained from these simulations to
the Green–Kubo relations for shear viscosity. From a numerical point of view this
algorithm also has some disadvantages. This will lead us to a discussion of the
so-called SLLOD algorithm. This algorithm still employs Lees–Edwards boundary
conditions, but it eliminates all of the disadvantages of the simple boundary-driven
method. The SLLOD algorithm is also exact arbitrarily far from equilibrium.

Lees–Edwards shearing periodic boundaries

Figure 6.3 shows a representation of planar Couette flow in a periodic system with
two particles per unit cell. In a computer simulation this number typically
ranges from hundreds to hundreds of thousands. As the particles move under
Newton’s equations of motion, they feel the interatomic forces exerted by the
particles within the unit cell and by the image particles whose positions are
determined by the instantaneous lattice vectors of the periodic array of cells. The
motion of the image cells defines the strain rate, g ; @ux=@y. The individual cells
move so that their origins are at the local streaming velocity of the fluid, given by:

uðr; tÞ ¼ x̂gy: ð6:21Þ
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If the Reynolds number is sufficiently small and turbulence does not occur, we
expect that the motion of image particles above and below any given cell will
induce a linear velocity profile uðrÞ across the system.

If a particle moves out of the simulation cell it will be replaced by one of its
periodic images. If the particle moves through a y-face of a cell (that is, through
the planes y ¼ 0 or y ¼ L) the replacing image particle will not have the same lab-
oratory velocity, nor necessarily the same x-coordinate. This movement of particles
into and out of the primitive cell promotes the generation of a stable linear
streaming-velocity profile.

Although there are jump discontinuities in both the laboratory coordinates and
the laboratory velocities of particles between cells, there is no way in which the
particles can actually sense the boundaries of any given cell. They are merely
book-keeping devices. The system is spatially homogeneous. As we shall see,
those components of particle velocity and position which are discontinuous have
NO thermodynamic meaning. We have depicted the Lees–Edwards boundary
conditions in the so-called sliding brick representation.

We now consider the motion of particles under Lees–Edwards boundary con-
ditions in more detail. Consider a simulation cube of side L, located so that the
streaming velocity at the cube origin is zero (that is, the cube 0 , x; y; z

	 

, L).

The laboratory velocity of a particle i is then the sum of two parts: a peculiar or
thermal velocity ci, and a streaming velocity uðriÞ, so:

_ri ¼ ci þ uðriÞ: ð6:22Þ
At t ¼ 0 we have the usual periodic replication of the simulation cube where the

boundary condition is:

ri ¼ rið Þmod L, ð6:23Þ

x

y

Θ(t)

Streaming velocity 

vx =    yγ

Figure 6.3 Lees–Edwards periodic boundary conditions for planar Couette flow
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(with the modulus of a vector defined to be the vector of the moduli of the
elements). As the streaming velocity is a function of y, we need to consider expli-
citly boundary crossings in the y direction. At t ¼ 0, ri has images at r0i ¼ ri þ ŷL,
and r00i ¼ ri � ŷL. After time t, the positions of particle i and the two images are
given by:

riðtÞ ¼ rið0Þ þ
ðt
0
ds _riðsÞ ¼ rið0Þ þ

ðt
0
ds ci þ x̂gyið Þ,

r0iðtÞ ¼ rið0Þ þ ŷLþ
ðt
0
ds c0i þ x̂gðyi þ LÞð Þ ¼ rið0Þ

þ x̂gtLþ ŷLþ
ðt
0
ds c0i þ x̂gyið Þ,

r00iðtÞ ¼ rið0Þ � ŷLþ
ðt
0
ds c00i þ x̂g ðyi � LÞð Þ ¼ rið0Þ � x̂gtL

� ŷLþ
ðt
0
ds c00i þ x̂gyið Þ,

ð6:24Þ

where ci and yi are functions of time. By definition, the peculiar velocities of a
particle and its periodic images are equal, ci ¼ c0i ¼ c00i , so that:

riðtÞ ¼ rið0Þ þ
ðt
0
ds ci þ x̂gyið Þ,

r0iðtÞ ¼ riðtÞ þ x̂gtLþ ŷL,

r00iðtÞ ¼ riðtÞ � x̂gtL� ŷL:

ð6:25Þ

If riðtÞ moves out the bottom of the simulation cube, it is replaced by the image
particle at r0iðtÞ and rnewi ¼ r0ið Þmod L¼ ri þ x̂gLtð Þmod L. Else, if riðtÞ moves out of
the top of the simulation cube, it is replaced by the image particle at r00iðtÞ,
rnewi ¼ r00ið Þmod L¼ ri � x̂gLtð Þmod L. The change in the laboratory velocity of a par-
ticle is given by the time derivative of these two equations. These rules for imaging
particles and their velocities are shown schematically in Figure 6.4.

There is a major difficulty with the boundary-driven algorithm. The way in
which the boundaries induce a shearing motion to the particles takes time to
occur, approximately given by the sound traversal time for the primitive cell.
This is the minimum time taken for the particles to realize that the shear is
taking place. The boundary-driven method above, therefore cannot be used to
study time-dependent flows. The most elegant solution to this problem introduces
the SLLOD algorithm. We will defer a discussion of thermostats and the evaluation
of thermodynamic properties until after we have discussed the SLLOD algorithm.
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The SLLOD algorithm

The boundary-driven shear-flow algorithm has a number of disadvantages, the
principle one being its lack of contact with response theory. We will now describe
two synthetic field algorithms for simulating any form of flow deformation. Histori-
cally the first fictitious-force method proposed for viscous flow calculations was the
DOLLS tensor method (Hoover et al., 1980). This method can be derived from the
DOLLS tensor Hamiltonian:

H ¼ H0 þ
XN
i¼1

qipi : =uðtÞð ÞT: ð6:26Þ

It generates the following equations of motion:

_qi ¼
pi
m
þ qi � =u,

_pi ¼ Fi � =u � pi:
ð6:27Þ

These equations of motion must be implemented with compatible periodic
boundary conditions. If the shear-rate tensor has only one nonzero element and it
is off-diagonal, the deformation is planar Couette flow and Lees–Edwards bound-
ary conditions must be used. If the shear-rate tensor is isotropic then the flow is
dilational and the appropriate variation of Lees–Edwards boundaries must be
used. Other flow geometries can also be simulated using these equations.

L

y

x

Top cells

Bottom cells

Define SLLOD
peculiar momenta
that are identical for
all images of particles

Dx = L t

v x
top = v x

bottom + γ

γ

L

v y
top = v y

bottom

Figure 6.4 A particle moving out of the top of a cell is replaced by its image from
the cell below
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One can see from the first of the Equations (6.27), that since _qi is obviously a
laboratory velocity, the momenta pi are peculiar with respect to the low Reynolds
number streaming velocity uðrÞ ¼ r � =u. We call this streaming velocity profile
the zero wave-vector profile. If the Reynolds number is sufficiently high for turbu-
lence to occur, the pis are peculiar only with respect to the zero wave-vector profile.
They will not be peculiar with respect to any possible convective or turbulent
velocity profiles.

From Equation (6.27) the dissipation is easily shown to be:

_H
ad
0 ¼ �=u : PV , ð6:28Þ

where P is the instantaneous pressure tensor (3.138), whose kinetic component is
given in terms of the peculiar momenta pi. Since the DOLLS tensor equations of
motion are derivable from a Hamiltonian, the AIΓ condition, Equation (5.73), is
clearly satisfied and we see immediately from Equations (6.28) and (5.73), that
in the linear regime, close to equilibrium, the shear and bulk viscosities will be
related to equilibrium fluctuations via the Green–Kubo formula (T.6.3). This
proves that the DOLLS tensor algorithm is correct for the limiting linear regime.
The linear response of the pressure tensor is therefore:

kPðtÞl ¼ �bV

ðt
0
dskPðt � sÞPl : =u(s): ð6:29Þ

The DOLLS tensor method has now been replaced by the SLLOD algorithm
(Evans and Morriss, 1984c). The only difference between the SLLOD algorithm
and the DOLLS tensor equations of motion involves the equation of motion for
the momenta. The Cartesian components that couple to the shear rate tensor are
transposed. Unlike the DOLLS tensor equations, the SLLOD equations of
motion cannot be derived from a Hamiltonian:

_qi ¼
pi
m
þ qi � =u,

_pi ¼ Fi � pi � =u:
ð6:30Þ

It is easy to see that the dissipation function for the SLLOD algorithm is
precisely the same as for the DOLLS tensor equations of motion. In spite of the
absence of a generating Hamiltonian, the SLLOD equations also satisfy AIΓ.
This means that the linear response for both systems is identical and is given by
Equation (6.29). By taking the limit g ! 0, followed by the limit t ! 1, we
see that the linear shear viscosity can be calculated from a nonequilibrium simu-
lation, evolving under either the SLLOD or the DOLLS tensor equations of
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motion. With =u ¼ ŷx̂ @ux=@yð Þ, and calculating the ratio of stress to shear rate we
calculate:

h ¼ lim
t!1 lim

g!0

�kPxyðtÞl
g

: ð6:31Þ

From Equation (6.29) we see that the susceptibility is precisely the Green–Kubo
expression for the shear viscosity (Table 6.1). Because the linear response of the
SLLOD and DOLLS tensor algorithms are related to equilibrium fluctuations by
the Green–Kubo relations, these algorithms can be used to calculate the reaction
of systems to time-varying shear rates. If the shear rate is a sinusoidal function
of time, then the Fourier transform of the susceptibility gives the complex,
frequency-dependent shear viscosity measured in viscoelasticity (Sections 2.4
and 4.3).

If the shear rate tensor is isotropic then the equations of motion describe adia-
batic dilation of the system. If this dilation rate is sinusoidal then the limiting
small-field bulk viscosity can be calculated by monitoring the amplitude and
phase of the pressure response and extrapolating both the amplitude and frequency
to zero (Hoover et al., 1980). It is again easy to see from Equation (6.32) that the
susceptibility for the dilation-induced pressure change is precisely the Green–Kubo
transform of the time-dependent equilibrium fluctuations in the hydrostatic pressure
(Table 6.1).

Although the DOLLS tensor and SLLOD algorithms have the same dissipation
and give the correct linear behavior, the DOLLS tensor algorithm begins to yield
incorrect results at quadratic order in the shear rate. These errors show up first as
errors in the normal stress differences. For irrotational flows (=u ¼ =uð ÞT) so
the SLLOD and DOLLS tensor methods are identical, as can easily be seen from
their equations of motion.

We will now show that the SLLOD algorithm gives an exact description of
shear flow arbitrarily far from equilibrium. This method is also correct in the
high Reynolds-number regime in which laminar flow is unstable. Consider
superimposing a linear velocity profile on a canonical ensemble of N-particle
systems. This will generate the local equilibrium distribution function for
Couette flow, f1:

f1 ¼
exp �b 1

2mðvi � x̂gyiÞ2 þF
� �� �

Ð
dG exp �b 1

2mðvi � x̂gyiÞ2 þF
� �� � : ð6:32Þ

Macroscopically such an ensemble is described by a linear streaming-velocity
profile:

uðr; tÞ ¼ x̂gy, ð6:33Þ
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so that the second-rank shear-rate tensor, =u, has only one nonzero element,
=uð Þyx¼g. The local equilibrium distribution function is not the same as the
steady-state distribution. This is easily seen when we realize that the shear stress
evaluated for f1, is zero. The local distribution function is no more than a canonical
distribution with a superimposed linear velocity profile. No molecular relaxation
has yet taken place.

If we allow this relaxation to take place by advancing time using Newton’s
equations (possibly supplemented with a thermostat), the system will go on shear-
ing forever. This is because the linear velocity profile of the local distribution gen-
erates a zero wave-vector transverse-momentum current. As we saw in Section 3.8,
the zero wave-vector momentum densities are conserved. The transverse-
momentum current will persist forever, at least for an infinite system.

Now let us see what happens under the SLLOD equations of motion (6.30),
when the shear-rate tensor is given by (6.33). Differentiating the first equation,
then substituting for _pi using the second equation gives:

m €qi ¼ Fi � x̂gpyi þ x̂ gpyi þ m _gyi
� � ¼ Fi þ x̂m _gyi: ð6:34Þ

If the shear rate g is switched on at time zero, and remains steady thereafter:

gðtÞ ¼ gQðtÞ ) _g ¼ gdðtÞ: ð6:35Þ

Thus _g is a delta function at t ¼ 0. Now consider subjecting a canonical ensem-
ble to these transformed SLLOD equations of motion, Equation (6.34). If we inte-
grate the velocity of particle i, over an infinitesimal time interval about zero. We
see that:

við0þÞ � við0Þ ¼
ð0þ
0

ds _vðsÞ ¼ x̂gyi: ð6:36Þ

So at time 0þ the x-velocity of every particle is incremented by an amount
proportional to the product of the shear rate times its y-coordinate. At time 0þ,
the other components of the velocity and positions of the particles are unaltered
because there are no delta-function singularities in their equations of motion.
Applying Equation (6.36) to a canonical ensemble of systems will clearly generate
the local equilibrium distribution for planar Couette flow.

The application of SLLOD dynamics to the canonical ensemble is thus seen to
be equivalent to applying Newton’s equations to the local distribution function. The
SLLOD equations of motion have therefore succeeded in transforming the bound-
ary condition expressed in the form of the local distribution function into the form
of a smooth mechanical force which appears as a mechanical perturbation in the
equations of motion. This property is unique to SLLOD dynamics. It is not satisfied
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by the DOLLS tensor equations of motion for example. Since one cannot really call
into question, the validity of the application of Newtonian dynamics to the local
distribution as a correct description of Couette flow, we are led to the conclusion
that the adiabatic application of SLLOD dynamics to the canonical ensemble
gives an exact description of Couette flow (Figure 6.5).

Knowing that the SLLOD equations are exact, and that they generate Green–
Kubo expressions for the shear and bulk viscosities, provides a proof of the validity
of the Green–Kubo expressions themselves. The SLLOD transformation of a
thermal transport process into a mechanical one provides us with a direct route
to the Green–Kubo relations for the viscosity coefficients. From Equation (6.31)
we see that we already have these relations for both the shear and bulk viscosity
coefficients. We also see that these expressions are identical to those we derived
in Chapter 4, using the generalized Langevin equation. It is clear that the present
derivation is simpler and gives greater physical insight into the processes involved.

Compared to the boundary-driven methods, the advantages of using the SLLOD
algorithm in computer simulations are many. Under periodic boundaries, the
SLLOD momenta are peculiar with respect to the zero wave-vector velocity
field, and are continuous functions of time and space. This is not so for the labora-
tory velocities vi. The internal energy and the pressure tensor of the system are
more simply expressed in terms of SLLOD momenta rather than laboratory
momenta. The internal energy E is given as:

E T ; r;N ; gð Þ ¼ kH0l ¼ kXN
i¼1

p2i
2m

þ 1

2

XN
i;j

fijl, ð6:37Þ

are equivalent to:

If the shear rate is a step function, then
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Figure 6.5 SLLOD equations of motion give an exact representation of planar
Couette flow
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while the ensemble averaged pressure tensor is:

P T ; r;N ; gð ÞV ¼ kXN
i¼1

pipi
m

� 1
2

XN
i;j

rijFijl: ð6:38Þ

For simulations of viscoelasticity special measures have to be taken in the
boundary-driven algorithm to ensure that the time-varying shear rate is actually
what you expect it to be. In the SLLOD method, no special techniques are required
for simulations of time-dependent flows. One simply has to solve the equations of
motion with a time-dependent shear rate and ensure that the periodic boundary con-
ditions are precisely consistent with the shear derived by integrating the imposed
shear rate gðtÞ.

Since the SLLOD momenta are peculiar with respect to the zero wave-vector
velocity profile, the obvious way of thermostatting the algorithm is to use the
equations:

_qi ¼
pi
m
þ x̂gyi:

_pi ¼ Fi � x̂gpyi � api:
ð6:39Þ

The thermostatting multiplier a is calculated in the usual way by ensuring
that d

dt

P
p2i

� � ¼ 0:

a ¼
P

Fi � pi � gpxipyi
� �

P
p2i

: ð6:40Þ

The temperature is assumed to be related to the peculiar kinetic energy. These
equations assume that a linear velocity profile is stable. However, as we have men-
tioned a number of times, the linear velocity profile is only stable at low Reynolds
number (Re ¼ rmgL2=h).

In Figure 6.6 we show the shear viscosity of 2048WCA particles as a function of
shear rate close to the Lennard–Jones triple point. The simulations use the Gaussian
isokinetic SLLOD algorithm. There is a substantial change in the viscosity with
shear rate. Evidently WCA fluids are shear thinning as the viscosity decreases
with increasing shear rate. This is common for all simple fluids at all thermo-
dynamic state points. Shear thinning is also a widely observed phenomenon in
the rheology of complex molecular fluids.

The imposed shear causes a major change in the microscopic fluid structure with
all the thermodynamic properties of the system changing with shear rate, for
example the internal energy changes with shear rate (see Figure 6.7). For
reduced shear rates in the range 0–1.5, the shear viscosity and the internal
energy change by approximately 50% compared to their equilibrium values.
Furthermore the viscosity coefficient appears to vary as the square root of the
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shear rate while the energy appears to change with the 3
2 power of the shear rate.

Over the range of shear rates studied, the maximum deviation from the functional
forms is 2.5% for the viscosity, and 0.1% for the internal energy. There has been
much discussion of these nonanalytic dependences in relation to mode-coupling
theory (see Kawasaki and Gunton, 1973; Yamada and Kawasaki, 1975a; Yamada
and Kawasaki, 1975b; Ernst et al., 1978; Evans, 1983b; Kirkpatrick, 1984; van
Beijeren, 1984; de Schepper et al., 1986). It is clear that the final resolution of
this matter is still a long way off.

One of the most interesting and subtle rheological effects concerns the diagonal
elements of the pressure tensor. For Newtonian fluids (i.e. fluids characterized by a
shear rate-independent and frequency-independent viscosity), the diagonal
elements are equal to each other and to their equilibrium values. Far from
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Figure 6.7 The internal energy as a function of shear rate
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Figure 6.6 Viscosity of 2048 WCA particles at the triple point
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equilibrium, this is not true. We can define normal stress coefficients, h0, h�, (the
so-called out-of-plane and in-plane normal stress coefficients [Hess et al., 1984;
Hess, 1987] as:

P0 ;
1

2
Pzz � 1

2
Pxx þ Pyy

� �
 �
¼ �h0g; ð6:41Þ

P� ;
1

2
Pxx � Pyy

� � ¼ �h�g: ð6:42Þ

Figure 6.8 shows how these coefficients vary as a function of g1=2 for the WCA
fluid. The out-of-plane coefficient is far larger than the in-plane coefficient, except
at very small shear rates, where both coefficients go to zero (i.e. the fluid becomes
Newtonian). These coefficients are very difficult to compute accurately. They
require both larger and longer simulations to achieve an accuracy that is compar-
able to that for the shear viscosity. In terms of the macroscopic hydrodynamics
of nonNewtonian fluids, these normal stress differences are responsible for a
wide variety of interesting phenomena (e.g. the Weissenberg effect, see Rainwater
and Hanley, 1985; Rainwater et al. 1985).

If one allows the shear rate to be a sinusoidal function of time and one extrapo-
lates the system response to zero amplitude, one can calculate the linear viscoelastic
response of a fluid. Figure 6.9 shows complex frequency dependent shear viscosity
for the Lennard–Jones fluid (Evans, 1980), at its triple point.

If one compares Figure 6.9 with the Maxwell model for viscoelasticity,
Figure 2.4, one sees a qualitative similarity with the low-frequency response
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Figure 6.8 Normal stress coefficients for 2048 WCA particles
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being viscous and the high-frequency response being elastic. The shape of the two
sets of curves is, however, quite different. This is particularly so at low frequencies.
An analysis of the low-frequency data shows that it is consistent with a nonanalytic
square-root dependence on frequency:

~hRðvÞ ¼ hð0Þ � hv1v
1=2 þ OðvÞ,

~hI ðvÞ ¼ hv1v
1=2 þ OðvÞ,

ð6:43Þ

where ~hR, ~hI are the real and imaginary parts of the viscosity coefficient. Since the
frequency-dependent viscosity is the Fourier–Laplace transform of the memory
function Equation (2.76), we can use the Tauberian theorems (Doetsch, 1961), to
show that if Equation (6.46) represents the asymptotic low-frequency behavior
of the frequency-dependent viscosity, then the memory function must have the
form:

lim
t!1hðtÞ ¼ hv1t

�3=2ffiffiffiffiffiffi
2p

p : ð6:44Þ

This time dependence is again consistent with the time dependence predicted by
mode-coupling theory (Pomeau and Resibois, 1975). However, as was the case for
the shear-rate dependence, the amplitude of the effect shown in Figure 6.9 is orders
of magnitude larger than theoretical predictions. This matter is also the subject of
much current research and investigation.

Similar enhanced long time tails have been observed subsequently in Green–
Kubo calculations for the shear viscosity (Erpenbeck and Wood, 1981). Whatever
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Figure 6.9 Frequency-dependent shear viscosity at the Lennard–Jones triple point
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the final explanation for these enhanced long time tails, they are a ubiquitous
feature of viscous processes at high densities. They have been observed in the
wave-vector dependent viscosity (Evans, 1982b) and in shear flow of four-
dimensional fluids (Evans, 1984). The situation for two-dimensional liquids is appa-
rently even more complex (Evans and Morriss, 1983b; Morriss and Evans, 1989).

6.4 Thermostatting shear flows

While performing NEMD simulations of thermostatted shear flow for hard-sphere
fluids, Erpenbeck (1984) observed that at very high shear rates, fluid particles
organized themselves into strings. This was an early observation of a nonequili-
brium phase transition. This organization of particles into strings reduces the rate
at which entropy is produced in the system by the external field. This effect is in
competition with the kink instability of the strings themselves. If the strings
move too slowly across the simulation cell, thermal fluctuations in the curvature
of the strings lead to their destruction. A snapshot of a string phase is shown in
Figure 6.10. The velocity gradient is vertical and the streaming velocity is horizon-
tal. The system is 896 soft discs at a state point close to freezing and a reduced shear
rate of 17.

The string phase is, in fact, stabilized by the use of a thermostat which assumes
that a linear velocity profile, (implicit in Equation 6.33), is stable. Thermostats
which make some assumption about the form of the streaming velocity
profile are called profile-biased thermostats (PBT). All the thermostats we have
met so far are profile-biased. At equilibrium there can be little cause for worry,
the streaming velocity must be zero. Away from equilibrium we must be
more careful.

Any kink instability that might develop in Erpenbeck’s strings, leading to their
breakup, would necessarily lead to the formation of large-scale eddies in the
streaming velocity of the fluid. The profile-biased thermostat would interpret any
incipient eddy motion as heat, and then thermostat would try to cool the system
by suppressing the eddy formation. This, in effect, stabilizes the string phase
(Evans and Morriss, 1986).

Thermostats for secondary or convecting flows

Profile-biased thermostats (PBT) for shear flow assume that the kinetic temperature
TB, for a system undergoing planar Couette flow, can be defined from the equation:

dNkBTB ¼ k
XN
i¼1

m vi � x̂gyið Þ2l: ð6:45Þ

142 Computer simulation algorithms



In this equation d is the number of spatial dimensions and N is the number of
particles. The term x̂gyi is the presumed streaming velocity at the location of par-
ticle i. Once the form of the streaming-velocity profile is established it is a simple
matter to use peculiar velocity scaling, Gaussian isokinetic, or Nosé methods to
thermostat the shearing system.

At small shear rates and low Reynolds number, the Lees–Edwards shearing
periodic boundary conditions do indeed lead to a planar velocity profile of the
form assumed in Equation (6.39). In Erpenbeck’s (1984) simulations the Reynolds
numbers (Re ¼ rmgL2

�
h) were very large (103–105). The assumption of a linear

streaming-velocity profile under these conditions is extremely dubious. Suppose
that at high Reynolds number the linear velocity profile assumed in Equation (6.39)

Figure 6.10 The high shear-rate string phase for soft disks
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is not stable. In a freely shearing system with Lees–Edwards geometry, this might
manifest itself in an S-shaped kink developing in the velocity profile. If
Equation (6.45) is used to define the temperature, the thermostat will interpret
the development of this secondary flow as a component of the temperature. The
thermostat, effectively damping the secondary flow, will continuously remove
this increase in temperature.

If we rewrite the SLLOD equations in terms of laboratory momenta:

_ri ¼ pi
m
;

_pi ¼ Fi � a
pi
m
� x̂gyi

� �
,

ð6:46Þ

then the momentum current, J:

Jðr; tÞ ; rðr; tÞuðr; tÞ ¼
X

pid riðtÞ � rð Þ, ð6:47Þ

satisfies the following continuity equation:

@

@t
J ¼ �= � Pþ ruuð Þ � a

XN
i¼1

pi
m
� x̂gyi

� �
dðri � rÞ

¼ �= � Pþ ruuð Þ � a

m
J r; tð Þ � rðr; tÞulinearðr; tÞð Þ:

ð6:48Þ

The derivation of this equation is carried out by a simple supplementation of the
Irving–Kirkwood procedure (Sections 3.7 and 3.8), adding the thermostat
contribution to Equation (3.130). Comparing Equation (6.48) with the momentum
conservation Equation (2.12) we see that the thermostat could exert a stress on the
system. The expected divergence terms ruuþ Pð Þ are present on the right-hand
side of Equation (6.48). However, the term involving α, the thermostatting term,
is new and represents the force exerted on the fluid by the thermostat. It will
only vanish if a linear velocity profile is stable and:

Jðr; tÞ ¼ rðr; tÞulinearðr; tÞ ¼ x̂mgy; 8r: ð6:49Þ

At high Reynolds number this condition may not be true. For simulations at high
Reynolds numbers, a thermostat that makes no assumptions about the form of the
streaming-velocity profile is needed. The thermostat should not even assume that a
stable profile exists. These ideas led to development (Evans and Morriss, 1986) of
profile-unbiased thermostats (PUT).

The PUT thermostat begins by letting the simulation itself define the local
streaming velocity uðr; tÞ. This is done by considering small cells and defining
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the temperature of a particular cell at r, T ðr; tÞ, to be:

dnðr; tÞ � d

2
kBT ðr; tÞ ;

X
i[cell

m

2
ðvi � uðr; tÞÞ2, ð6:50Þ

where nðr; tÞ is the number density at r; t. The number of degrees of freedom in the
cell is dnðr; tÞ � d, because d degrees of freedom are used to determine the stream-
ing velocity of the cell.

The PUT thermostatted SLLOD equations of motion can be written as:

dri
dt

¼ pi
m
,

dpi
dt

¼ Fi � a
pi
m
� uðr; tÞ

� �
dðri � rÞ:

ð6:51Þ

The streaming velocity, uðr, tÞ, is not known in advance, but is computed as time
progresses from its definition, Equation (6.47). The thermostat multiplier α could
be a Gaussian multiplier chosen to fix the peculiar kinetic energy (Equation
6.50). Equally well the multiplier could be a Nosé–Hoover multiplier. The equation
of motion for the momentum density is then:

@

@t
J ¼ �= � Pþ ruuð Þ � a

XN
i¼1

pi
m
� x̂gyi

� �
dðri � rÞ

¼ �= � Pþ ruuð Þ � a

m
J r; tð Þ � rðr; tÞuðr; tÞð Þ:

ð6:52Þ

From the definition of the streaming velocity of a cell we know that:

XN
i¼1

pi � x̂mgyi
� �

d ri � rð Þ ¼
XN
i¼1

pid ri � rð Þ �
XN
i¼1

uðr; tÞd ri � rð Þ

¼ Jðr; tÞ � rðr; tÞuðr; tÞ ¼ 0:

Thus the thermostatting term in Equation (6.52) vanishes for all values of r. In
terms of practical implementation in computer programs, PUT thermostats can only
be used in simulations with sufficient particles to allow a break up into cells, and
sufficient particles per cell to allow the definition of the local streaming velocity
and the temperature. Thus far their use has been restricted to simulations of two-
dimensional systems. At low Reynolds numbers where no strings are observed
in profile-biased simulations, it is found that profile-unbiased simulations yield
the same results as PBT methods. However at high shear rates the results obtained
using the two different thermostatting methods are quite different. No one has
observed a string phase while using a PUT thermostat.
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6.5 Elongational flows

The difficulty in simulating elongational flows is matching the flow to a set of
boundary conditions which allows a continuous deformation, particularly in the
direction of the compression. This problem was solved by Todd and Daivis
(1998; 1999) and also by Baranyai and Cummings (1999). Their method is
based upon the Kraynik–Reinelt boundary conditions (1992) that allow a square
lattice to be deformed continuously, and then at periodic intervals, mapped back
onto the initial square lattice. For a review of the method see (Todd and Daivis,
2007). The derivation we give here is not lattice based, but rather treats the
deformed initial simulation cell and maps it back to the initial square (for a two-
dimensional system). We consider a cold, noninteracting system to see how the
simulation cell is deformed by the flow. After that we return to the warm interacting
system to obtain the full equations of motion.

The equations of motion for planar elongational flow can be obtained from the
appropriate shear-rate tensor:

=u ¼
1 0 0
0 �1 0
0 0 0

0
@

1
A; ð6:53Þ

and the SLLOD equations of motion (6.30). For this shear-rate tensor, the expan-
sion is directed along the x-axis and the contraction directed along the y-axis. To
make the simulation process continuous in time and allow unlimited simulation
times, we consider a geometry where the expanding direction is at an angle θ to
the x-axis. The expanding and contracting directions define a new reference
frame ðx0; y0Þ, and these primed coordinates are related to the space-fixed coordi-
nates by a rotation matrix Ru, so:

x0

y0

� �
¼ Ru

x
y

� �
¼ c �s

s c

� �
x
y

� �
, ð6:54Þ

where s ¼ sinðuÞ and c ¼ cosðuÞ. The unprimed coordinates can be obtained from
the primed coordinates by the inverse rotation R�1

u . The equations of motion in the
primed coordinates are the SLLOD equations with the shear-rate tensor given in
Equation (6.53). If we assume that the system is cold (pi ¼ 0 for all i) and non-
interacting (Fi ¼ 0 for all i), then the time evolution of the primed co-
ordinates is given by the solution of _q0i ¼ ru � q0i where ru is the shear rate
tensor in Equation (6.53). The time evolution is thus the solution of
q0ðtÞ ¼ exp[=ut]q0ð0Þ, where it can be shown that

exp [=ut] ¼ exp[1_t] 0
0 exp[�1t]

� �
: ð6:55Þ
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The time evolution in the unprimed frame is given by rotating the primed
evolution, thus:

xðtÞ
yðtÞ

� �
¼ R�1

u exp[=ut]Ru

x

y

� �

¼ c2exp½1t� þ s2exp½�1t� �scðexp½1t� � exp½�1t�Þ
�scðexp½1t� � exp½�1t�Þ s2exp½1t� þ c2exp½�1t�

� �
x

y

� �
: ð6:56Þ

The key to making the simulation a continuous time process is to be able to map
the system back into square boundaries. It is sufficient that for some value of θ, and
some value of tMOD, the time-evolution matrix in Equation (6.56) is equal to an
integer matrix M:

c2exp½1t� þ s2exp½�1t� �scðexp½1t� � exp½�1t�Þ
�scðexp½1t� � exp½�1t�Þ s2exp½�1t� þ c2exp½�1t�

� �

¼ m1 m2

m2 m3

� �
¼ M :

ð6:57Þ

The matrix M has integer entries m1;m2;m3. Notice that both matrices are sym-
metric, area preserving, and both have determinant one. Further, the eigenvalues
and eigenvectors of both matrices must be equal and this condition determines
the values of the angle θ and the time tMOD. The eigenvalues of the two matrices
in Equation (6.57) are:

l ¼ exp[+1t] ¼ ðm1 þ m3Þ+
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðm1 þ m3Þ2 � 4

p
2

; ð6:58Þ

and if the eigenvector corresponding to the largest eigenvalue is
1
a

� �
, then:

a ¼ �tan u ¼ ðm3 � m1Þ þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðm1 þ m3Þ2 � 4

p
2m2

: ð6:59Þ

Choosing values for m1;m2;m3, the time at which the boundary conditions are
applied tMOD and angle of the rotation between the primed and unprimed coordi-
nates θ are given by Equations (6.58) and (6.59). Positive integer values of
m1;m2;m3 ensure that the torus can be mapped back onto the original simulation
square (Figure 6.11), although noninteger values are also possible. Many choices of
m1;m2;m3 are possible and each will lead to a different value for tMOD and θ.
However, there are constraints on the values of m1;m2;m3 and hence these
cannot be chosen arbitrarily.
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Figure 6.11 The initial coloured square is mapped to the region a, b, c, d under the
action of the integer matrix for the cat map. The final square shows how each of the
pieces a, b, c, d map are backed to the original square using the mod function
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Figure 6.12 The original square in the Figure 6.11 is rotated before the simulation
begins
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As an example of this approach, the Arnold cat map (Hunt and Todd, 2003) is
obtained when m1 ¼ m2 ¼ 1 and m3 ¼ 2. The value of the time and the angle of
rotation (Figure 6.12) are then:

tMOD ¼ 1

1
ln

3þ ffiffiffi
5

p

2

� �
and tan u ¼ 1þ ffiffiffi

5
p

2
: ð6:60Þ

In a computer simulation it is simpler to rotate the elongation direction so that it
coincides with the x-axis. This requires that the simulation square be also rotated
through the same angle. The observables of interest are then simply kPxxl and
kPyyl. The equations of motion are:

_qi ¼
1

mi
pi þ 1 x̂xi � ŷyið Þ,

_pi ¼ Fi � 1 x̂pxi � ŷpyi
� �� api,

ð6:61Þ

where:

a ¼
PN
i¼1

pi � Fi � 1 p2xi � p2yi

� �� �

PN
i¼1

p2i

: ð6:62Þ

The usual minimum image convention is used to determine the forces, and per-
iodic boundary conditions appropriate for the map M are only used at multiples of
t ¼ tMOD. The periodic boundary conditions require the system to be rotated back to
their original position, then the appropriate mod function is used to map the system
back to the square, and finally the cell is rotated again and the simulation continues.

A trivial consequence of the SLLOD equations of motion for the shear tensor
(Equation 6.53) is that they imply equations of motion for the total momentum
(Todd and Daivis, 2000). Summing over all particles:

_pTOTx ¼ FTOT
x � 1pTOTx ,

_pTOTy ¼ FTOT
y þ 1pTOTy :

ð6:63Þ

If the total force is zero in each coordinate direction, that is FTOT
x ¼ FTOT

y ¼ 0,
then the total momentum has exponential solutions. In particular, the y-component
of the total momentum grows exponentially. To prevent this, the initial momentum
in the y-direction needs to be zero, and some care must be taken to see that it
remains zero during the simulation.
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6.6 Thermal conductivity

Thermal conductivity has proven to be one of themost difficult transport coefficients
to calculate. Green–Kubo calculations are notoriously difficult to perform. Natural
NEMD, where one might simulate heat flow between walls maintained at different
temperatures (Tenenbaum et al., 1982), is also fraught with major difficulties. Mol-
ecules stack against the walls leading to a major change in the microscopic fluid
structure. This means that the results can be quite different from those characteristic
of the bulk fluid. In order to measure a statistically significant heat flux, onemust use
enormously large temperature gradients. These gradients are so large that the absol-
ute temperature of the systemmay change by 50% in a few nanometers. The thermal
conductivity that one obtains from such simulations is an average over the wide
range of temperatures and densities present in the simulation cell.

We will now describe the most efficient presently known algorithm for calculating
the thermal conductivity (Evans, 1982a). This technique is synthetic, in that a fictitious
field replaces the temperature gradient as the force driving the heat flux. Unlike real
heat flow, this technique is homogeneous with no temperature or density gradients.
We start with the Green–Kubo expression for the thermal conductivity (Section 4.4):

l ¼ V

kBT 2

ð1
0
dtkJQzðtÞJQzð0Þl, ð6:64Þ

where JQz , is the z-component of the heat-flux vector. It appears to be impossible to
construct a Hamiltonian algorithm for the calculation of thermal conductivity. This
is because the equations of motion are discontinuous when used in conjunction with
periodic boundary conditions.We shall instead invent an externalfield and its coupling
to theN-particle system, so that the heat flux generated by this external field is trivially
related to the magnitude of the heat flux induced by a real temperature gradient.

Aided by the realization that the heat-flux vector is the diffusive energy flux,
computed in a comoving coordinate frame (see Equation 3.145), we proposed
the following equations of motion:

_qi ¼
pi
m
,

_pi ¼ Fi þ Ei � E
� �

FðtÞ � 1

2

XN
j¼1

Fijðqij � FðtÞÞ þ
1

2N

XN
j;k

Fjkðqjk � FðtÞÞ, ð6:65Þ

where Ei is the energy of particle i and:

E ¼ 1

N

XN
i¼1

p2i
2m

þ 1

2

X
i=j

fij

( )
, ð6:66Þ

the instantaneous average energy per particle.
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There is no known Hamiltonian which generates these equations, but they do
satisfy AIΓ. This means that linear response theory can be applied in a straightfor-
ward fashion. The equations of motion conserve momentum, are homogeneous and
compatible with the usual periodic boundary conditions. It is clear from the term
Ei � E
� �

FðtÞ that these equations of motion will drive a heat current. A particle
whose energy is greater than the average energy will experience a force in the direc-
tion of F, while a particle whose energy is lower than the average will experience a
force in the − F direction. Hotter particles are driven with the field; colder particles
are driven against the field.

If the total momentum is zero it will be conserved and the dissipation is:

_H
ad
0 ¼ FðtÞ �

XN
i¼1

piEi

m
� 1

2

X
i;j

qij
pi � Fij

m

� �( )
¼ FðtÞ � JQV : ð6:67Þ

Using linear response theory we have:

kJQðtÞl ¼ �bV

ðt
0
dskJQðt � sÞJQð0Þl � FðsÞ: ð6:68Þ

If the field is F ¼ ð0; 0;FzÞ, then in the limit t ! 1, the ratio of the induced heat
flux to the product of the temperature and the external field Fz is the thermal
conductivity:

l ¼ V

kBT2

ð1
0
dtkJQzðtÞJQzð0Þl ¼ lim

F!0

�kJQzð1Þl
TF

: ð6:69Þ

In the linear limit, the effect the heat field has on the system is identical to that of
a logarithmic temperature gradient (F ¼ @ ln T=@z). The theoretical justification for
this algorithm is tied to linear response theory. No meaning is known for the finite
field susceptibility.

Gillan and Dixon (1983) have introduced a slightly different synthetic method
for computing the thermal conductivity. Although their algorithm is considerably
more complex to apply in computer simulations, their equations of motion look
quite similar to those given above. Gillan’s synthetic algorithm is of some theoreti-
cal interest since it is the only known algorithm which violates momentum conser-
vation and AIΓ, (Macgowan and Evans, 1986a).

In Figure 6.13 the thermal conductivity of the Lennard–Jones fluid at the triple
point is shown. Assuming that argon can be modeled by the Lennard–Jones fluid

with 1=kB ¼ 119:8 K and s ¼ 3:405Å, this method gives a more accurate estimate
of the thermal conductivity than is presently possible by experiment. There is a
hydrodynamic instability in the Evans heat-flow algorithm that occurs at some
threshold in field strength (Evans and Hanley, 1989). A method of combating
this problem can be found in Hansen and Evans (1994).
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6.7 Norton ensemble methods

Norton and Thévenin’s theorems are of fundamental importance in electrical circuit
theory (Brophy, 1966). They prove that any network of resistors and power
supplies can be analyzed in terms of equivalent circuits which include either
ideal-current or ideal-voltage sources. These two theorems are an example of the
macroscopic duality that exists between what are generally recognized as thermo-
dynamic fluxes, and thermodynamic forces – in the electrical circuit case, electrical
currents, and the electromotive force. Indeed in our earlier introduction to linear
irreversible thermodynamics (Chapter 2), there was an apparent arbitrariness
with respect to our definition of forces and fluxes. At no stage did we give a con-
vincing macroscopic distinction between the two.

Microscopically one might think that there is a clear and unambiguous distinc-
tion that can be drawn. For an arbitrary mechanical system subject to a perturbing
external field, the dissipation can be written as: _H

ad
0 ¼ �J ðGÞFeðtÞ. The dissipative

flux is the phase variable J(Γ) and the force is the time-dependent variable, FeðtÞ.
This might seem to remove the arbitrariness. However, suppose that we complicate
matters a little and regard the external field FeðtÞ as a Gaussian multiplier in a feed-
back scheme designed to stop the flux J(Γ) from changing. We might wish to
perform a constant-current simulation where the imposed external field FeðtÞ, is
in fact a phase variable, FeðGÞ. Even microscopically, the distinction between
forces and fluxes is more complex than is often thought.

In this section we will explore the statistical mechanical consequences of this
duality. Until recently the Green–Kubo relations were only known for the conven-
tional Thévenin ensemble in which the forces are the independent state-defining
variables. We will derive their Norton ensemble equivalents. We will then show
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Figure 6.13 Thermal conductivity: Lennard–Jones triple point
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how these ideas have been applied to algorithms for isobaric molecular-dynamics
simulations. We have given a statistical mechanical proof of the Norton–Thévenin
equivalence (Evans, 1993).

Gaussian constant color current algorithm

From the color Hamiltonian (6.9) we see that the equations of motion for color con-
ductivity in the Thévenin ensemble are:

_qi ¼
pi
m

_pi ¼ Fi þ ciFðtÞ:
ð6:70Þ

These equations are the adiabatic version of Equation (6.17). We will now treat
the color field as a Gaussian multiplier chosen to fix the color current and introduce
a thermostat. Our first step is to redefine the momenta (Evans and Morriss, 1985) so
that they are measured with respect to the species current of the particles. Consider
the following set of equations of motion:

_qi ¼
pi
m
þ ciIðtÞPN

i¼1 c
2
i

,

_pi ¼ Fi � cil� api,

ð6:71Þ

where α is the thermostatting multiplier and l is the current multiplier. These
equations are easily seen to be equivalent to Equation (6.17). We distinguish two
types of current, a canonical current J defined in terms of the canonical momenta:

J ;
X

i

cipi
m

, ð6:72Þ

and a kinetic current I, where:

I ;
X

i
ci _qi: ð6:73Þ

We choose l so that the canonical current is always zero, and α so that the cano-
nical (i.e. peculiar) kinetic energy is fixed. Our constraint equations are therefore:

gd ¼
X

i

cipi
m

� J ¼ 0, ð6:74Þ

and

gT ¼ 1

m

X
i
p2i � 3NkBT ¼ 0: ð6:75Þ
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The Gaussian multipliers may be evaluated in the usual way by summing
moments of the equations of motion and eliminating the accelerations using the
differential forms of the constraints. We find that:

l ¼
PN
i¼1

ciFi

PN
i¼1

c2i

, ð6:76Þ

and

a ¼
PN
i¼1

Fi � pi
PN
i¼1

p2i

: ð6:77Þ

If we compare the Gaussian equations of motion with the corresponding
Hamiltonian equations we see that the Gaussian multiplier l can be identified as
a fluctuating external color field which maintains a constant color current. It is,
however, a phase variable. Gauss’ principle has enabled us to go from a
constant-field nonequilibrium ensemble to the conjugate ensemble where the
current is fixed. The Gaussian multiplier fluctuates in the precise manner required
to fix the current. The distinction drawn between canonical and kinetic currents has
allowed us to decouple the Lagrange multipliers appearing in the equations of
motion. Furthermore, setting the canonical current to zero is equivalent to setting
the kinetic current to the required value I. This can be seen by taking the charge
moment of Equation (6.71). If the canonical current is zero, then:

X
ci _qi ¼

P
c2i IðtÞP
c2i

¼ IðtÞ: ð6:78Þ

In this equation the current, which was formerly a phase variable, has now
become a possibly time-dependent external force.

In order to be able to interpret the response of this system to the external current
field, we need to compare the system’s equations of motion with a macroscopic
constitutive relation. Under adiabatic conditions, the second-order form of the
equations of motion is:

m €qi ¼ Fi þ cim_IðtÞP
c2i

� lei: ð6:79Þ

We see that to maintain a constant current IðtÞwe must apply a fluctuating colour
field Eeff :

Eeff ðtÞ ¼ m_IðtÞP
c2i

� l: ð6:80Þ
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The adiabatic rate of change of internal energy H0 is given by:

_H
ad
0 ¼ �

X
i

cipi
m

� lþ ciFi � IP
c2i

� �
¼ �J � l� I � l: ð6:81Þ

As the current, J ¼ JðGÞ is fixed at the value zero, the dissipation is�IðtÞ � lðGÞ.
As expected, the current is now an external time-dependent field while the color
field is a phase variable. Using linear response theory we have:

klðtÞl ¼ b

ðt
0
dsklðt � sÞll � IðsÞ, ð6:82Þ

which gives the linear response result for the phase variable component of the
effective field. Combining Equation (6.82) with Equation (6.80), the effective
field is therefore:

Eeff ðtÞ ¼
ðt
0
dsxðt � sÞIðsÞ þ m_IðtÞP

c2i
, ð6:83Þ

where the susceptibility x is the equilibrium l autocorrelation function:

xðtÞ ¼ bklðtÞlð0Þl: ð6:84Þ

By doing a Fourier–Laplace transform on Equation (6.83), we obtain the
frequency-dependent color resistance, E ; RI:

~RðvÞ ¼ ~xðvÞ þ ivmPN
i¼1 c

2
i

: ð6:85Þ

To compare with the usual Green–Kubo relations, which have always been
derived for conductivities rather than resistances, we find:

~s ðvÞ ¼ 1

V ~xðvÞ þ ivmPN

i¼1
c2i

� � : ð6:86Þ

This equation shows that the Fourier–Laplace transform of xðtÞ is the memory
function of the complex frequency-dependent conductivity. In the conjugate
constant-force ensemble the frequency-dependent conductivity is related to the
current-autocorrelation function:

~sðvÞ ¼ 1

3VkBT

ð1
0
dt exp[�ivt]kJðtÞ � JlE¼0: ð6:87Þ

From Equations (6.84)–(6.87) we see that at zero frequency, the color conduc-
tivity is given by the integral of the Thévenin ensemble current-correlation function
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while the resistance, which is the reciprocal of the conductivity, is given by the
integral of the color-field autocorrelation function computed in the Norton ensem-
ble. Thus at zero frequency the integral of the Thévenin ensemble current correlation
function is the reciprocal of the integral of the Norton ensemble field correlation
function. Figure 6.2 gave a comparison of Norton and Thévenin algorithms for com-
puting the color conductivity. The results obtained for the conductivity are ensemble
independent – even in the nonlinear regime far from equilibrium.

In Figure 6.14 we show the reduced color conductivity plotted as a function of
frequency (Evans and Morriss, 1985). The system is identical to the Lennard–Jones
system studied in Figure 6.2. The curves were calculated by taking the Laplace
transforms of the appropriate equilibrium time-correlation functions computed in
both the Thévenin and Norton ensembles. Within statistical uncertainties, the
results are in agreement. The arrow shows the zero-frequency color conductivity
computed using NEMD. The value is taken from Figure 6.2.

6.8 Constant-pressure ensembles

For its first 30 years, molecular dynamics was limited to the microcanonical ensem-
ble with fixed total momentum. We have already seen how the development of ther-
mostats has enabled simulations to be performed in the isochoric, canonical, and
isokinetic ensembles. We will now describe molecular-dynamics algorithms for
performing simulations at constant pressure or constant enthalpy. The technique
used to make the pressure, rather than the volume, the independent state variable,
uses essentially the same ideas as those employed in Section 6.6 to design Norton
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Figure 6.14 The color conductivity as a function of the Laplace transform
variable s
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ensemble algorithms. The methods we describe now are of use for both equilibrium
and nonequilibrium simulations.

It is often advantageous, particularly in studies of phase transitions, to work
within the isobaric ensemble. It is possible to stabilize the pressure in a number
of ways: we will describe the Gaussian method (Evans and Morriss, 1983a),
since it was both the first deterministic isobaric technique to be developed and it
is conceptually simpler than the corresponding Nosé–Hoover (Hoover, 1985)
and Parrinello–Rahman (1980a; 1980b; 1981) schemes. Although it may be
slightly more difficult to write the computer programs, once written they are cer-
tainly easier to use. The Gaussian method has the distinct advantage that the
pressure is a rigorous constant of the motion, whereas the Nosé-based schemes
(1984a) and those of Parrinello and Rahman allow fluctuations in both the pressure
and the volume.

If one makes a poor initial guess for the density, Nosé–Hoover isobaric
algorithms induce sharp density changes in an attempt to correct the density to
that appropriate for the specified mean pressure. Because bulk oscillations
damp quite slowly, Nosé–Hoover methods can easily result in the system
exploding – a situation that cannot be reversed due to the finite range of
the interaction potentials. Gaussian isobaric algorithms are free of these
instabilities.

Isothermal-isobaric molecular dynamics

Consider the SLLOD equations of motion where the shear-rate tensor =u is isotro-
pic. The equations of motion become:

_qi ¼
pi
m
þ _1qi;

_pi ¼ Fi � _1pi:
ð6:88Þ

Now if the system was cold (pi ¼ 0 for all i) and noninteracting (fij ¼ 0), these
equations would reduce to:

_qi ¼ _1qi: ð6:89Þ

Since this equation is true for all particles i, it describes a uniform dilation or
contraction of the system. This dilation or contraction is the same in each coordi-
nate direction, so if the system initially occupied a cube of volume V, then the
volume would satisfy the following equation of motion:

_V ¼ 3V _1: ð6:90Þ
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For warm interacting systems, the equation of motion for qi shows that the cano-
nical momentum pi is in fact peculiar with respect to the streaming velocity _1qi. The
dissipation for the system (Equations 6.88 and 6.89) is:

_H0 ¼ �_1
XN
i¼1

1

m
pi � pi þ Fi � qi

� �
¼ �3pV _1: ð6:91Þ

Since H0 is the internal energy of the system we can combine Equation (6.91)
with the equation of motion for the volume to obtain the first law of thermodyn-
amics for adiabatic compression:

_H0 ¼ �3pV _1 ¼ �p _V : ð6:92Þ

It is worth noting that these equations are true instantaneously. One does not
need to employ any ensemble averaging to obtain Equation (6.92). By choosing
the dilation rate _1 to be a sinusoidal function of time, these equations of motion
can be used to calculate the bulk viscosity. Our purpose is, however, to use the
dilation rate as a multiplier to maintain the system at a constant hydrostatic
pressure. Before we do this, however, we will introduce a Gaussian thermostat
into the equations of motion:

_qi ¼
pi
m
þ _1qi,

_pi ¼ Fi � _1pi � api:
ð6:93Þ

The form for the thermostat multiplier is determined by the fact that the momenta
in Equation (6.93) are peculiar with respect to the dilating coordinate frame. By
taking the moment of Equation (6.93) with respect to pi, and setting the time deri-
vative of the peculiar kinetic energy to zero, we observe that:

a ¼ �_1þ
PN
i¼1

Fi � pi
PN
i¼1

p2i

: ð6:94Þ

Differentiating the product pV, Equation (6.91), with respect to time gives:

3_pV þ 3p _V ¼
XN
i¼1

2

m
_pi � pi þ _qi � Fi þ qi �

@Fi

@qi
� _qi þ

X
j=i

qi �
@Fi

@qj
� _qj

( )
: ð6:95Þ

The first term on the left-hand side is zero because the pressure is constant, and
the first term on the right-hand side is zero because the peculiar kinetic energy is
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constant. Substituting the equations of motion for _qi and _V , we can solve for the
dilation rate:

_1 ¼
1
2m

P
i=j

qij � pij f00
ij þ

f0
ij

qij

� �

1
2

P
i=j

q2ij f00
ij þ

f0
ij

qij

� �
þ 9pV

: ð6:96Þ

Combining this equation with Equation (6.94) gives a closed expression for the
thermostat multiplier α.

In summary our isothermal–isobaric molecular-dynamics algorithm involves
solving 6N + 1 first-order equations of motion (Equations 6.90, 6.93 and 6.94).
There are two subtleties to be aware of before implementing this method. Firstly
the pressure is sensitive to the long-range tail of the interaction potential. In
order to obtain good pressure stability the long-range truncation of the potential
needs to be handled carefully. Secondly, if a Gear predictor-corrector scheme is
used to integrate the equations of motion then some care must be taken in handling
the higher-order derivatives of the coordinates and momenta under periodic bound-
ary conditions. More details are given in Evans and Morriss (1983a; 1984b).

Isobaric–isoenthalpic molecular dynamics

For the adiabatic constant-pressure equations of motion we have already shown that
the first law of thermodynamics for compression is satisfied:

_H0 ¼ �p _V : ð6:97Þ

It is now easy to construct equations of motion for which the enthalpy
I ¼ H0 þ pV is a constant of the motion. The constraint we wish to impose is that:

_I ¼ _H0 þ _pV þ p _V ¼ 0: ð6:98Þ

Combining these two equations we see that, for our adiabatic constant-pressure
equations of motion, the rate of change of enthalpy is simply:

_I ¼ _pV : ð6:99Þ

This equation says that if our adiabatic equations preserve the pressure, then the
enthalpy is automatically constant. The isobaric–isoenthalpic equations of motion
are simply obtained from the isothermal–isobaric equations by dropping the
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constant-temperature constraint. The isoenthalpic dilation rate can be shown to be
(Evans and Morriss, 1984b):

_1 ¼

2

m

XN
i¼1

pi � Fi � 1

2m

X
i=j

qij � pij f00
ij þ

f0
ij

qij

� �

2

m

XN
i¼1

p2i þ
1

2

X
i=j

q2ij f00
ij þ

f0
ij

qij

� �
þ 9pV

: ð6:100Þ

6.9 Constant stress ensembles

We will now give another example of the usefulness of the Norton ensemble.
Suppose we wish to calculate the yield stress of a Bingham plastic – a solid with
a yield stress. If we use the SLLOD method outlined above the Bingham plastic
will always yield simply because the shear rate is an input into the simulation. It
would not be easy to determine the yield stress from such a calculation. For simu-
lating yield phenomena, one would prefer the shear stress as the input variable. If
this were the case, simulations could be run for a series of incremented values of
the shear stress. If the stress was less than the yield stress, the solid would strain
elastically under the stress. Once the yield stress was exceeded, the material
would shear.

Here we discuss a simple method for performing NEMD simulations in the
stress ensemble. We will use this as an opportunity to illustrate the use the
Nosé–Hoover feedback mechanism. We will also derive linear response expres-
sions for the viscosity within the context of the Norton ensemble. The equations
of motion for shear flow, thermostatted using the Nosé–Hoover thermostat are:

_qi ¼
pi
m
þ x̂gyi,

_pi ¼ Fi � x̂gpyi � jpi,

_j ¼ KðGÞ � K0

Qj
¼ 1

t 2
j

KðGÞ
K0

� 1

� �
:

ð6:101Þ

Using the Nosé–Hoover feedback mechanism we relate the rate of change of the
shear rate, γ, to the degree to which the instantaneous shear stress, �PxyðGÞ differs
from a specified mean value, �SxyðtÞ. We therefore determine the shear rate from
the differential equation:

_g ¼ PxyðGÞ � SxyðtÞ
� �

V

Qg
: ð6:102Þ

If the instantaneous stress is greater (i.e. more negative) than the specified
value, the shear rate will decrease in an attempt to make the two stresses more
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nearly equal. The relaxation constant Qg should be chosen so that the timescale for
feedback fluctuations is roughly equal to the natural relaxation time of the system.

From the equations of motion, the time derivative of the internal energy
H0 ¼

P
i p

2
i

�
2mþF, is easily seen to be:

_H0 ¼ �PxyVg� 2jK: ð6:103Þ
The Nosé constant-stress, constant-temperature dynamics satisfy a Liouville

equation in which phase space behaves as a compressible ð6N þ 2Þ-dimensional
fluid. The equilibrium distribution function is a function of the 3N -particle coordi-
nates, the 3N -particle momenta, the thermostatting multiplier ξ , and shear rate γ,
f0 ¼ f0 G; j; gð Þ. The Liouville equation for this system is then:

df0
dt

¼ �f0
@

@G
� _Gþ @

@j
_jþ @

@g
_g

� �
: ð6:104Þ

Since _j ¼ _jðGÞ and _g ¼ _gðGÞ then:
@

@j
_j ¼ @

@g
_g ¼ 0, ð6:105Þ

the phase-space compression factorLðGÞ is easily seen to be�3Nj. If we consider the
time derivative of the extended internal energy H0 þ 1

2Qjj
2 þ 1

2Qgg
2, we find that:

d

dt
H0 þ 1

2Qjj
2 þ 1

2Qgg
2

� � ¼ _H0 þ Qjj_jþ Qgg _g

¼ �PxyVg� jK þ jðK � K0Þ þ ðPxy � SxyÞVg
¼ �jK0 � SxyVg: ð6:106Þ

If we consider the situation at equilibrium, when the set value of the shear stress
�SxyðtÞ is zero and K0 ¼ 3N

�
2b, the Liouville equation becomes:

df0
dt

¼ bjK0f0 ¼ �bf0
d

dt
H0 þ 1

2Qjj
2 þ 1

2Qgg
2

� �
: ð6:107Þ

Integrating both sides with respect to time gives the equilibrium distribution
function for the constant stress Norton ensemble to be:

f0 ¼
exp �b H0 þ 1

2Qjj
2 þ 1

2Qgg
2

� �� �
Ð
dG
Ð
dg
Ð
dj exp �b H0 þ 1

2Qjj
2 þ 1

2Qgg2
� �� � : ð6:108Þ

The equilibrium distribution function is thus a generalized canonical distri-
bution, permitting shear rate fluctuations. Indeed the mean-square shear rate is:

kg2lSxy¼0 ¼
1

bQg
, ð6:109Þ
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so the amplitude of the shear-rate fluctuations are controlled by the adjustable
constant Qg.

We wish to calculate the linear response of an equilibrium ensemble of systems
(characterized by the distribution f0, at time t ¼ 0), to an externally imposed time-
dependent shear stress, �SxyðtÞ. For the Nosé–Hoover feedback mechanism, the
external field is the mean shear stress, and it appears explicitly in the equations
of motion (Hood et al., 1987). This is in contrast to the more difficult Gaussian
case (Brown and Clarke, 1986). For the Gaussian feedback mechanism, the numeri-
cal value of the constraint variable does not usually appear explicitly in the
equations of motion. This is a natural consequence of the differential nature of
the Gaussian feedback scheme.

The linear response of an arbitrary phase variable B(Γ) to an applied time-
dependent external field is given by:

kBðtÞl ¼ kBð0Þl�
ðt
0
ds

ð
dGBðGÞ exp[�iL0ðt � sÞ]iDLðsÞf0ðGÞ, ð6:110Þ

where iL0 is the equilibrium (Nosé–Hoover thermostatted) f-Liouvillean and
iDLðsÞ ¼ iLðsÞ � iL0, where iLðsÞ is the full field-dependent thermostatted
f-Liouvillean. It only remains to calculate iDLðsÞf0. Using the equations of
motion and the equilibrium distribution function obtained previously, we see that:

iDLðsÞf0 ¼ _G � @

@G
þ _j � @

@j
þ _g � @

@g

� �
f0 þ f0

@

@G
� _Gþ @

@j
� _jþ @

@g
� _g

� �

¼ �b _H0 þ _ggQg þ _jjQj

� �
f0 � 3Nj f0

¼ bVSxyðtÞgðGÞ f0:
ð6:111Þ

Here we make explicit reference to the phase dependence of γ, and the explicit
time dependence of the external field SxyðtÞ. The quantity �SxyðtÞVgðGÞ is the
adiabatic derivative of the extended internal energy, E ¼ H0 þ 1

2Qgg
2.

Combining these results the linear response of the phase variable B is:

kBðtÞl ¼ kBð0Þl� bV

ðt
0
dskBðt � sÞgl0SxyðsÞ: ð6:112Þ

In order to compute the shear viscosity of the system, we need to calculate the
time dependence of the thermodynamic force and flux which appear in the defining
constitutive relation for shear viscosity. Because of the presence of the Nosé–
Hoover relaxation time, controlled by the parameter Qg, the actual shear stress in
the system �PxyðGÞ, does not match the externally imposed shear stress SxyðtÞ,
instantaneously. To compute the shear viscosity we need to know the precise
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relation between Pxy and γ, not that between Sxy and the shear rate. The two quan-
tities of interest are easily computed from Equation (6.112):

kgðtÞl ¼ �bV

ðt
0
dskgðt � sÞgl0SxyðsÞ, ð6:113Þ

kPxyðtÞl ¼ �bV

ðt
0
dskPxyðt � sÞgl0SxyðsÞ: ð6:114Þ

Fourier–Laplace transforming, we obtain the frequency-dependent linear
response relations:

k ~gðvÞl ¼ � ~xggðvÞ ~SxyðvÞ, ð6:115Þ

k ~PxyðvÞl ¼ � ~xPxyg
ðvÞ ~SxyðvÞ, ð6:116Þ

where the Fourier–Laplace transform of xðtÞ is defined to be:

~xABðvÞ ¼
ð1
0
dt exp[� ivt]xABðtÞ ¼ �bV

ð1
0
dt exp [�ivt]kAðtÞBl0: ð6:117Þ

The linear constitutive relation for the frequency-dependent shear viscosity
(Section 2.4) is:

~PxyðvÞ ; � ~hðvÞgðvÞ, ð6:118Þ

so that the frequency-dependent viscosity is:

~hðvÞ ; � ~xPxygðvÞ
~xggðvÞ

: ð6:119Þ

This expression shows that the complex frequency-dependent shear viscosity
is given by ratio of two susceptibilities. However, these two different time-
correlation functions can be related by using the Nosé–Hoover equation of
motion (6.101):

_xggðtÞ ¼ bV k _gðtÞgl0 ¼
bV 2

Qg
kPxyðtÞgl0 ¼

V

Qg
xPxyg

ðtÞ: ð6:120Þ

In the frequency domain, this relation becomes:

V

Qg
~xPxygðvÞ ¼ �xggðt ¼ 0Þ þ iv ~xggðvÞ ¼

V

Qg
þ iv ~xggðvÞ: ð6:121Þ
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Figure 6.15 A test of Equation (6.121), for the Lennard–Jones triple-point fluid
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Figure 6.16 The various Norton ensemble susceptibilities as a function of fre-
quency. The system is the Lennard–Jones triple point
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The frequency-dependent shear viscosity in the constant-stress ensemble can be
written as:

~hðvÞ ¼ � 1þ ivQg

V ~xggðvÞ
~xggðvÞ

: ð6:122Þ

In a similar way, it is possible to write the frequency-dependent viscosity in terms
of either the Norton ensemble stress-autocorrelation function, or the Norton ensemble
stress-strain cross-correlation function. Using Equation (4.11), the stress-autocorrela-
tion function can be related to the strain-autocorrelation function using the relation:

d2

dt2
xggðtÞ ¼ � V 2

Q2
g

xPxyPxy
ðtÞ: ð6:123Þ

In the frequency domain, this becomes:

~xggðvÞ ¼ � V

ivQg
1þ V

ivQg
~xPxyPxy

ðvÞ
� �

: ð6:124Þ

Substituting this equation into Equation (6.121) gives:

~hðvÞ ; � ~xPxyPxy
ðvÞ

1þ V
ivQg

~xPxyPxy
ðvÞ : ð6:125Þ

In terms of the cross-correlation function, the frequency-dependent viscosity is

~hðvÞ ; � ivQg

V

~xPxyg
ðvÞ

~xPxygðvÞ � 1
: ð6:126Þ

In Figure 6.15 we show the results of a test of the theory given above. Hood,
Evans, and Morriss (1987) computed the shear-rate autocorrelation function in
the Norton ensemble and the shear-autocorrelation function in the Thévenin ensem-
ble. They then used Equation (6.122) to predict the shear rate autocorrelation func-
tion on the basis of their Thévenin ensemble data. The system studied was the
Lennard–Jones triple-point fluid. The smooth curves denote the autocorrelation
function computed in the Norton ensemble and the points give the predictions
from the Thévenin ensemble data. The two sets of data are in statistical agreement.
This analysis shows that, in spite of the fact that the damping constant Qg has a
profound influence on the time-dependent fluctuations in the system, the theory
given above correctly relates the Qg-dependent fluctuations of shear rate and
stress to the Qg-independent, frequency-dependent viscosity.

Figure 6.16 shows the various Norton ensemble susceptibilities as a function of
frequency for the same system.
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7

Nonlinear response theory

7.1 Kubo’s form for the nonlinear response

In Chapter 6 we saw that nonequilibrium molecular dynamics leads inevitably to
questions regarding the nonlinear response of systems. Here we begin a discussion
of this subject. It is not widely known that in Kubo’s original paper (Kubo, 1957),
he not only presented results for adiabatic linear response theory, but that he also
included a formal treatment of the adiabatic nonlinear response. The reason why
this fact is not widely known is that, like many treatments of nonlinear response
theory that followed, his formal results were exceedingly difficult to translate
into a useful, experimentally verifiable form. This difficulty can be traced to
three sources. Firstly, his results are not easily transformable into explicit represen-
tations that involve the evaluation of time-correlation functions of explicit phase
variables. Secondly, if one wants to study nonequilibrium steady states, the
treatment of thermostats is mandatory. His theory did not include such effects.
Thirdly, his treatment gave a power-series representation of the nonlinear response.
We now believe that for most transport processes, such expansions do not exist.

We will now give a presentation of Kubo’s perturbation expansion for the
nonequilibrium distribution function, f (t). Consider an N-particle system evolving
under the following dynamics:

_qi ¼
pi
m
þ Ci Gð ÞFe,

_pi ¼ Fi � Di Gð ÞFe:

ð7:1Þ

The terms Ci(Γ) and Di(Γ) describe the coupling of the external field Fe to the
system. In this discussion, we will limit ourselves to the case where the field
is switched on at time zero, and thereafter remains at the same steady value. The
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f-Liouvillean is given by:

iL ¼ _G � @

@G
þ @

@G
� _G ¼ iL0 þ iDL, ð7:2Þ

where il0 is the equilibrium Liouvillean and iΔl is the field dependent
perturbation which is a linear function of Fe. The Liouville equation is:

@

@t
f ðtÞ ¼ �iLf ðtÞ: ð7:3Þ

To go beyond the linear response, Kubo assumed that f (t) could be expanded as a
power series in the external field, Fe:

f ðtÞ ¼ f0 þ f1ðtÞ þ f2ðtÞ þ f3ðtÞ þ f4ðtÞ þ � � � , ð7:4Þ
where, fi(t) is of ith order in the external field Fe The assumption that f (t) can be
expanded in a power series about Fe ¼ 0 may seem innocent, but it is not. This
assumption rules out any functional form containing noninteger powers of the
field, such as Fe

α, where α is noninteger. Substituting Equation (7.4) for f(t), and
the expression for il, into the Liouville Equation (7.3), and equating terms of
the same order in Fe, we find an infinite sequence of partial differential equations
to solve:

@

@t
fiðtÞ þ iL0 fiðtÞ ¼ �iDLfi�1ðtÞ, ð7:5Þ

where i ≥ 1. The solution to this series of equations can be written as

fiðtÞ ¼ �
ðt
0
ds exp[�iL0ðt � sÞ] iDL fi�1ðsÞ: ð7:6Þ

To prove that this is correct differentiate both sides to obtain Equation (7.5). Recur-
sively substituting Equation (7.6) into Equation (7.4), we obtain a power series
representation of the distribution function:

f ðtÞ ¼ f ð0Þ þ
X1
i¼1

ð�1Þi
ðt
0
dsi

ðsi
0
dsi�1 . . .

ðs2
0
ds1 exp[� iL0ðt � sÞ]DL . . . exp[� iL0ðs2 � s1Þ]DL f ð0Þ: ð7:7Þ

Although this result is formally exact, there are a number of difficulties with
this approach. The expression for f(t) is a sum of convolutions of operators.
In general, the operator iΔl does not commute with the propagator
expð�iL0tÞ, and no further simplifications of the general result are possible.
Further, as we have seen before, there is a strong likelihood that fluxes associated
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with conserved quantities are nonanalytic functions of the thermodynamic
force, Fe. This would mean that the average response of the shear stress,
for example, cannot be expanded as a Taylor series about Fe(¼γ) ¼ 0. In Chapter 6
we saw evidence that the shear stress is of the form, kPxyl ¼ �gðh0 þ h1g

1=2Þ (see
Section 6.3). If this is true then f2ðtÞ ; 1

2g
2ð@2f ðgÞ=@g2Þg¼0 must be infinite.

7.2 Kawasaki distribution function

An alternative approach to nonlinear response theory was pioneered by
Yamada and Kawasaki (1967). Rather than developing power series expansions
about Fe ¼ 0, they derived a closed expression for the perturbed distribution
function. The power of their method was demonstrated in a series of papers in
which Kawasaki first predicted the nonanalyticity of the shear viscosity with
respect to shear rate (Kawasaki and Gunton, 1973; Yamada and Kawasaki,
1975a). This work predates the first observation of these effects in computer
simulations. The simplest application of the Kawasaki method is to consider the
adiabatic response of a canonical ensemble of N-particle systems to a steady
applied field Fe.

The Liouville equation for this system is:

@

@t
f ¼ �iLf : ð7:8Þ

Here the Liouvillean is field-dependent, defined by the equations of motion (7.1).
The formal solution of (7.8) is:

f ðtÞ ¼ exp[� iLt] f ð0Þ: ð7:9Þ
For simplicity we take the initial distribution function f (0), to be canonical, so that
f (t) becomes:

f ðtÞ ¼ exp[� iLt]
exp[� bH0]

ZðbÞ : ð7:10Þ

The adiabatic distribution function propagator is the Hermitian conjugate of the
phase variable propagator, so in this case expð�iLtÞ is the negative-time phase
variable propagator, expðiLð�tÞÞ. It operates on the phase variable in the numerator,
moving time backwards in the presence of the applied field. This implies that:

f ðtÞ ¼ exp[�bH0ð�tÞ]
ZðbÞ : ð7:11Þ

Formally the f-propagator leaves the denominator invariant since it is not a phase
variable. The phase dependence of the denominator has been integrated out.
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However, since the distribution function must be normalized, we can obviously
also write:

f ðtÞ ¼ exp[�bH0ð�tÞ]Ð
dGexp[�bH0ð�tÞ] : ð7:12Þ

This equation is an explicitly normalized version of the so-called bare Kawasaki
form, Equation (7.11). We will refer to Equation (7.12) as the renormalized
Kawasaki distribution function.

Using the equations of motion (7.1) one can write the time derivative of H0 as the
product of a phase variable J(Γ) and the magnitude of the perturbing external field,Fe.

_H
ad
0 ¼ �J ðGÞFe: ð7:13Þ

For the specific case of planar Couette flow, we saw in Section 6.2 that _H
ad
0 is the

product of the shear rate, the shear stress, and the system volume, �gPxyV and thus
in the absence of a thermostat we can write:

H0ð�tÞ ¼ H0ð0Þ �
ðt
0
ds _H0ðsÞ ¼ H0ð0Þ þ gV

ðt
0
dsPxyð�sÞ: ð7:14Þ

The bare form for the perturbed distribution function at time t is then:

f ðtÞ ¼ exp �bgV

ðt
0
dsPxyð�sÞ

� �
f ð0Þ: ð7:15Þ

It is important to remember that the generation of Pxy(−s) from Pxy(0) is controlled by
the field-dependent equations of motion.

A major problem with this approach is that in an adiabatic system the applied
field will cause the system to heat up. This process continues indefinitely and a
steady state can never be reached. What is surprising is that when the effects of
a thermostat are included, the formal expression for the N-particle distribution
function remains unaltered, the only difference being that thermostatted, field-
dependent dynamics must be used to generate H0(−t) from H0(0). This is the
next result we shall derive.

Consider an isokinetic ensemble of N-particle systems subject to an applied field.
We will assume field-dependent, Gaussian isokinetic equations of motion, Equation
(5.66). The f-Liouvillean therefore contains an extra thermostatting term. It is con-
venient to write the Liouville equation in operator form:

@

@t
f ðtÞ ¼ �iLf ðtÞ ¼ �iLf ðtÞ � f ðtÞL ¼ � @

@G
� _Gf
� �

ð7:16Þ
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The operator il is the f-Liouvillean, and iL is the p-Liouvillean. The term L, is:

L ¼ @

@G
� _G ¼ � 1

f

df

dt
¼ � d

dt
ln f , ð7:17Þ

or the phase-space compression factor (Section 3.3). The formal solution of the
Liouville equation is given by:

f ðtÞ ¼ exp[�iLt] f ð0Þ ¼ exp �ðiLþ LÞt½ � f ð0Þ: ð7:18Þ
In the thermostatted case the p-propagator is no longer the Hermitian conjugate of
the f-propagator.

We will use the Dyson decomposition derived in Section 3.6, to relate thermo-
statted p- and f-propagators, assuming that both Liouvilleans have no explicit time
dependence. We make a crucial observation, namely that the phase-space com-
pression factor L, is a phase variable rather than an operator. Taking the
reference Liouvillean to be the adjoint of iL we find:

exp[�iLt � Lt] ¼ exp[�iLt]�
ðt
0
ds exp[�iLt � Lt] L exp[�iLðt � sÞ]: ð7:19Þ

Repeated application of the Dyson decomposition to exp[�iLs� Ls] on the right-
hand side of Equation (7.19) gives:

exp[�iLt�Lt]

¼
X1
n¼0

ð�Þn
ðt
0
ds1 . . .

ðsn�1

0
dsn exp[�iLsn]Lexp[�iLðsn�1� snÞ]L . . .exp[�iLðt� s1Þ]

¼
X1
n¼0

ð�Þn
ðt
0
ds1 . . .

ðsn�1

0
dsnLð�snÞLð�sn�1Þ . . .Lð�s1Þexp[�iLt]

¼ exp �
ðt
0
dsLð�sÞ

� �
exp[�iLt]: ð7:20Þ

In deriving the second line of this equation we use the fact that for any phase
variable B, exp[�iLs]B ¼ Bð�sÞ exp[�iLs]. That is, exp[�iLs] acts on the phase
variable B, and then acts on any phase variables on the right-hand side of B. Sub-
stituting Equation (7.20) into Equation (7.18) and choosing the iso-kinetic distri-
bution f ð0Þ ¼ fT ð0Þ ¼ dðK � K0Þexp[�bF]=ZðbÞ, we obtain:

f ðtÞ ¼ dðK � K0Þ exp[�
Ð t
0 dsLð�sÞ] exp[�bFð�tÞ]
ZðbÞ : ð7:21Þ
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If we change variables in the integral of the phase-space compression factor, and
use the identity Fð�tÞ ¼ Ð�t

0 ds _FðsÞ þFð0Þ, we obtain:

f ðtÞ ¼ dðK � K0Þ exp[�bFð0Þ] exp[Ð�t
0 dsðLðsÞ � b _FðsÞ)]

ZðbÞ : ð7:22Þ

We know that for the isokinetic distribution, b ¼ 3N=2K (see Section 5.2). Since
under the isokinetic equations of motion, K is a constant of the motion, we can
prove from Equation (5.66), that:

L� b _F ¼ �bJFe: ð7:23Þ

If AIΓ is satisfied the dissipative flux J is defined by Equation (7.13). Substituting
Equation (7.23) into Equation (7.22), we find that the thermostatted Kawasaki
distribution function can be written as:

fT ðtÞ ¼ fT ð0Þ exp b

ð�t

0
dsJ ðsÞFe

� �

¼ fT ð0Þ exp �b

ðt
0
dsJ ð�sÞFe

� �
: ð7:24Þ

Formally this equation is identical to the adiabatic response (7.15). This is in spite
of the fact that the thermostat changes the equations of motion. The adiabatic and
thermostatted forms are identical because the changes caused by the thermostat to
the dissipation ( _H0), are exactly cancelled by the changes caused by the thermostat
to the form of the Liouville equation. This observation was first made by Morriss
and Evans (1985). Clearly one can renormalize the thermostatted form of the
Kawasaki distribution function giving Equation (7.25) as the renormalized form
of the isokinetic Kawasaki distribution function:

fT ;nðtÞ ¼
exp[�b

Ð t
0 dsJ ð�sÞFe] fT ð0Þ

kexp[�b
Ð t
0 dsJ ð�sÞFe]l

: ð7:25Þ

As we will see, the renormalized Kawasaki distribution function is very useful for
deriving relations between steady-state fluctuations and derivatives of steady-state
phase averages. However, it is not efficient for computing nonequilibrium averages
themselves. This is because it involves averaging exponentials of extensive
integrals. We will now turn to an alternative approach to this problem.
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7.3 The transient time-correlation function formalism

The transient time-correlation function formalism (TTCF) provides perhaps the
simplest nonlinear generalization of the Green–Kubo relations. A number of
authors independently derived the TTCF expression for adiabatic phase averages
(Visscher, 1974; Dufty and Lindenfeld, 1979; Cohen, 1983). We will illustrate
the derivation for isokinetic planar Couette flow; however, the formalism is quite
general and can easily be applied to other systems. The theory gives an exact
relation between the nonlinear steady state response and the so-called transient
time-correlation functions. We will also describe the links between the TTCF
approach and the Kawasaki methods outlined in Section 7.2. Finally, we will
present some numerical results which were obtained as tests of the validity of
the TTCF formalism.

Following Morriss and Evans (1987), we will give a derivation using the
Heisenberg, rather than the customary Schrödinger picture. The average of a
phase variable, B(Γ), at time t, is:

kBðtÞl ¼
ð
dGBðGÞf ðtÞ ¼

ð
dGf ð0ÞBðGðtÞÞ, ð7:26Þ

where the first equality is the Schrödinger representation and the second equality is
the Heisenberg representation. For time-independent external fields, differentiating
the Heisenberg form with respect to time yields:

d

dt
kBðtÞl ¼

ð
dGf ð0Þ _G � @

@G
BðtÞ: ð7:27Þ

In deriving Equation (7.27), we have used the fact that _BðtÞ ¼ iL exp[iLt]B ¼
exp[iLt] iLB. This relies upon the time independence of the Liouvillean, iL. The
corresponding equation for the time-dependent case is not true. Integrating
Equation (7.27) by parts we see that:

d

dt
kBðtÞl ¼ �

ð
dGBðtÞ @

@G
� ð _Gf ð0ÞÞ: ð7:28Þ

The boundary term vanishes because the distribution function f (0), approaches
zero when the magnitude of any component of any particle’s momentum
becomes infinite, and because the distribution function can be taken to be a periodic
function of the particle coordinates. We are explicitly using the periodic boundary
conditions used in computer simulations.

Integrating Equation (7.28) with respect to time we see that the nonlinear non-
equilibrium response can be written as:

kBðtÞl ¼ kBð0Þl�
ðt
0
ds

ð
dGBðtÞ @

@G
� ð _Gf ð0ÞÞ: ð7:29Þ
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The dynamics implicit in B(s) is, of course, the full field-dependent, thermostatted
equations of motion (7.1) and (7.2). For a system subject to a thermostatted shearing
deformation, _G is given by the thermostatted SLLOD equations of motion (6.35).

If the initial distribution is Gaussian isokinetic it is straightforward to show that,
ð@�@GÞ � ð f ð0Þ _GÞ ¼ bVPxyðGÞ f ð0Þ. If the initial ensemble is canonical then, to first
order in the number of particles, ð@�@GÞ � ð f ð0Þ _GÞ ¼ bVPxyðGÞf ð0Þ. To show this
one writes, (following Section 5.3):

kBðtÞlc ¼ kBð0Þlc � bgV

ðt
0
dskBðsÞ Pxyð0Þ � PK

xyð0Þ
DKð0Þ
kKlc

� �
l
c

, ð7:30Þ

where Pxy
K(0) is the kinetic part of the pressure tensor evaluated at time zero

(compare this with the linear theory given in Section 5.3). Now, we note that
kPK

xyð0ÞDKð0Þ
�
kKllc ¼ 0. This means that Equation (7.30) can be written as:

kBðtÞlc ¼ kBð0Þlc � bgV

ðt
0
dskDBðsÞ Pxyð0Þ � PK

xyð0Þ
DKð0Þ
kKlc

� �
l
c

: ð7:31Þ

As in the linear response case (Section 5.3) we assume, without loss of generality,
that B(Γ) is extensive. The kinetic fluctuation term involves the average of three
zero-mean, extensive quantities and because of the factor 1

�
kKð0Þl, gives only

an order one contribution to the average. Thus for both the isokinetic and canonical
ensembles, we can write:

kBðtÞl ¼ kBð0Þl� bgV

ðt
0
dskDBðsÞPxyð0Þl: ð7:32Þ

This expression relates the non-equilibrium value of a phase variable B at time t, to
the integral of a transient time-correlation function (the correlation between Pxy in
the equilibrium starting state, Pxy(0), and B at time s after the field is turned on). The
time-zero value of the transient correlation function is an equilibrium property of
the system. For example, if B ¼ Pxy, then the time-zero value is kP2

xyð0Þl. Under
some, but by no means all circumstances, the values of B(s) and Pxy (0) will
become uncorrelated at long times. If this is the case the system is said to
exhibit mixing (see Section 3.4). The transient correlation function will then
approach kBðtÞlkPxyð0Þl, which is zero because kPxyð0Þl ¼ 0.

The adiabatic systems treated by Visscher, 1974, Dufty and Lindenfeld (1979),
and Cohen (1983) do not exhibit mixing because in the absence of a thermostat,
d
dtkBðtÞl does not, in general, go to zero at large times. Thus the integral of the
associated transient correlation function does not converge. This presumably
means that the initial fluctuations in adiabatic systems are remembered forever.
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If AIΓ (Section 5.3) is satisfied, the result for the general case is:

kBðtÞl ¼ kBð0Þl� bFe

ðt
0
dskDBðsÞJ ð0Þl: ð7:33Þ

We can use recursive substitution to derive the Kawasaki form for the nonlinear
response from the transient time-correlation formula, Equation (7.33). The first
step in the derivation of the Kawasaki representation is to rewrite the TTCF relation
using iL to denote the phase-variable Liouvillean, and −il to denote its
nonHermitian adjoint, the f-Liouvillean. Thus _B ; iLB and @f =@t ¼ �iLf .
Using this notation, Equation (7.33) can be written as:

kBðtÞl ¼
ð
dGBf ð0Þ � bgV

ðt
0
ds

ð
dGf ð0Þ exp½iLs� B exp½�iLs�Jð Þ

¼
ð
dGBf ð0Þ � bgV

ðt
0
ds

ð
dGexp�iLsð Þ f ð0ÞB exp½�iLs�J ; ð7:34Þ

where we have unrolled the first p-propagator onto the distribution function.
Equation (7.34) can be written more simply as:

kBðtÞl ¼
ð
dGBf ð0Þ � bgV

ðt
0
ds

ð
dGf ðsÞBð0ÞJ ð�sÞ: ð7:35Þ

Since this equation is true for all phase variables B, the TTCF representation for the
N-particle distribution function can be written formally as:

f ðtÞ ¼ f ð0Þ � bgV

ðt
0
dsJ ð�sÞf ðsÞ: ð7:36Þ

Recursively substituting for f (s) using Equation (7.36), and inserting the result into
Equation (7.35), the TTCF expression for the nonequilibrium average becomes:

kBðtÞl ¼
ð
dGBf ð0Þ � bgV

ðt
0
ds1

ð
dGBð0ÞJ ð�s1Þf ð0Þ

þ ðbgV Þ2
ðt
0
ds1

ðs1
0
ds2

ð
dGBð0ÞJ ð�s1ÞJ ð�s2Þf ð0Þ þ � � �

¼
ð
dGB exp �bgV

ðt
0
dsJ ð�sÞ

� �
f ð0Þ: ð7:37Þ

This is precisely the Kawasaki form of the thermostatted nonlinear response. This
expression is valid for both the canonical and isokinetic ensembles. It is also valid
for the canonical ensemble when the thermostatting is carried out using the Nosé–
Hoover thermostat.
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One can, of course, also derive the TTCF expression for phase averages from
the Kawasaki expression by differentiating Equation (7.37) with respect to time,
and then reintegrating. A simple integration of Equation (7.38) with respect to
time yields the TTCF relation, Equation (7.33). We have thus proved the formal
equivalence of the TTCF and Kawasaki representations for the nonlinear thermo-
statted response.

Comparing the transient time-correlation expression for the nonlinear response
with the Kawasaki representation, we see that the difference simply amounts to a
time shift. In the transient time-correlation form, it is the dissipative flux J which
is evaluated at time zero, whereas in the Kawasaki form, the response variable B is
evaluated at time zero. For equilibrium or steady-state time-correlation functions,
the stationarity of averagesmeans that such time shifts are essentially trivial. For tran-
sient response-correlation functions, there is, of course, no such invariance principle,
consequently the time-translation transformation is accordingly more complex.

The computation of the time-dependent response using the Kawasaki form,
Equation (7.32), directly is very difficult. The errors associated with the sampling
of the initial ensemble, together with the inaccuracy of the trajectory and the
numerical evaluation of the extensive Kawasaki integrand, combine and are mag-
nified by the exponential. This exponential is then multiplied by the phase variable
B(0). In contrast, the calculation of the response using the transient correlation
expression, Equation (7.33), is, as we shall see, far easier.

It is trivial to see that, in the linear regime, both the TTCF and Kawasaki
expressions reduce to the usual Green–Kubo expressions. The equilibrium time-
correlation functions that appear in Green–Kubo relations are generated by the
field-free thermostatted equations. In the TTCF formulae the field is turned on
at t ¼ 0.

The coincidence at small fields, of the Green–Kubo and transient correlation for-
mulae means that unlike direct NEMD, the TTCF method can be used at small
fields. This is impossible for direct NEMD because in the small-field limit, the
signal-to-noise ratio goes to zero. The signal to noise ratio for the transient corre-
lation function method becomes equal to that of the equilibrium Green–Kubo
method. The transient correlation function method forms a bridge between the
Green–Kubo method, which can only be used at equilibrium, and direct NEMD,
which is the most efficient strong-field method. Because a field is required to gen-
erate TTCF correlation functions, their calculation using a molecular dynamics still
requires a nonequilibrium computer simulation to be performed.

It is also easy to see that, at short times, there is no difference between the linear
and nonlinear stress response. It takes time for the nonlinearities to develop. The
way to see this is to expand the transient time-correlation function in a power
series in γt. The coefficient of the first term in this series is just V kP2

xyl
�
kBT , the
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infinite frequency shear modulusG1. Since this is an equilibrium property, its value
is unaffected by the shear rate and is thus the same in both the linear and nonlinear
cases. If we look at the response of a quantity like the pressure, whose linear
response is zero, the leading term in the short time expansion is quadratic in the
shear rate and in time. The linear response, of course, is the first to appear.

7.4 Trajectory mappings

To calculate transient time-correlation functions, it is necessary to generate an
ensemble of equilibrium starting states. To make this process as efficient as poss-
ible, we exploit the symmetries of the initial distribution function. In a simulation
of a single field-free trajectory, we take ensemble members every Ne timesteps, but
the phase point selected Γ can be used to generate other ensemble members which
have the same probability, but which generate different field-dependent trajectories.
To do this we use a group of phase space mappings (Morriss and Evans, 1989).

This process is quite general, but in this section we illustrate the idea by consid-
ering the SLLOD equations for planar Couette flow. We write the phase point Γ, as
ðq; pÞ ¼ ðx; y; z; px; py; pzÞwhere each of the components x; y; z; px; py; pz is itself
an N-dimensional vector. The four mappings that we introduce are MI (the iden-
tity), MT (time-reversal), MY (y-reflection) and MK (Kawasaki) defined by:

GI ¼ MI G½ � ¼ x; y; z; px; py; pz
� �

:

GT ¼ MT G½ � ¼ x; y; z;�px;�py;�pz
� �

:

GY ¼ MY G½ � ¼ x;�y; z; px;�py; pz
� �

:

GK ¼ MK G½ � ¼ x;�y; z;�px; py;�pz
� �

:

ð7:38Þ

The time-reversal map changes the sign of all the momenta. The y-reflection map
changes the sign of y and py, and the Kawasaki map is the combination of MT and
MY, so MK ¼ MTMY. The probability of each of these states occurring within the
equilibrium canonical or isokinetic distribution is the same, because the
Hamiltonian H0 is invariant or the kinetic and potential energies are each separately
invariant. The notation ΓT means the phase point generated from Γ by the mapMT,
so that GT ; ðxT ; yT ; zT ; pTx ; pTy ; pTz Þ ¼ ðx; y; z;�px;�py;�pzÞ (Table 7.1).

The time-reversal mapping perhaps requires some more explanation. The
time evolution of phase variable B(Γ) is given by BðtÞ ¼ exp½iLt�BðGÞ. Time
reversal can be achieved using the inverse propagator exp½iLt�, so that
exp½�iLt�BðtÞ ¼ BðGÞ. This retraces the original trajectory. The time-reversal
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mapping is different. Take GðtÞ and apply the time-reversal mapping MT . Then
apply forward time evolution expðiLtÞ, and then apply MT again. Thus:

MTexp½iLt�MTGðtÞ ¼ MTexp½iLt�MTexp½iLt�Gð0Þ
¼ exp½�iLt�GðtÞ ¼ Gð0Þ:

It is important to realize that this process does not lead to a retracing of the original
trajectory, as everywhere along the return path the momenta are the opposite sign to
those of the forward path. These results will be derived in more detail later.

For the SLLOD algorithm, the most important property of the mappings is their
effect on the value of the shear stress Pyx (Γ). The effect on Pyx (Γ) is at most a sign
change, and the sum PyxðGI Þ þ PyxðGT Þ þ PyxðGY Þ þ PyxðGKÞ ¼ 0. For example, for
the time-reversal map:

MT PyxðGÞ
� � ¼ MT

XN
i¼1

pyipxi
m

þ yiFxi

� �" #

¼
XN
i¼1

ð�pyiÞð�pxiÞ
m

þ yiFxi

	 

¼ Pyx:

ð7:39Þ

Similarly:

MY PyxðGÞ
� � ¼XN

i¼1

pyið�pxiÞ
m

þ ð�yiÞFxi

	 

¼ �PyxðGÞ: ð7:40Þ

The general result is that:

MXBðGÞ ¼ pXBBðGÞ; ð7:41Þ
where pB

X is the parity operator (Table 7.2) for phase variable B under the operation
of mapping X.

The advantage of using mappings is that the transient response formula,
Equation (7.32), requires the time integral of the transient time-correlation function
kDBðtÞPyxð0Þl. As t ! 1; kDBðtÞPyxð0Þl ! kDBð1ÞlkPyxð0Þl, so constructing the
time-correlation function from mapped initial states ensures that kPyxð0Þl ; 0

Table 7.1 The group multiplication table for mappings

× MI MT MY MK

MI MI MT MY MK

MT MT MI MK MY

MY MY MK MI MT

MK MK MY MT MI
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precisely! Choosing a Γ, then generating GI ;GT ;GY ;GK ensures that the average of
the shear stress is zero. This eliminates the statistical difficulties at long time associ-
ated with small nonzero values of the average of Pyxð0Þ.

Dynamics

The second aspect of the mappings is to understand their subsequent dynamics. We
need each mapped point to lead to different dynamics to achieve the most efficient
sampling. The first step is to understand the effect of the mapping on the phase-
variable Liouvillean iL(Γ). To do this we need to know how the equations of
motion transform. We will discuss the transformation of the field-dependent
equations of motion under the mapping. This will require an extension of the map-
pings to include the field itself. We begin with the time-reversal mapping MT, and
simply state the results for other mappings. In what follows, the mapping operator
MToperates on all functions and operators (which depend upon Γ and γ) to its right.
The mapping of the Hamiltonian equations of motion gives:

MT _qi ¼ MT pi
m

h i
¼ pTi

m
¼ �pi

m
¼ � _qi,

MT _pi ¼ MT FiðqÞ½ � ¼ FiðqT Þ ¼ FiðqÞ ¼ _pi,

ð7:42Þ

so the mapping of the propagator is:

MT iLðGÞ ¼ MT _G � @

@G

� �
¼ MT

XN
i¼1

_qi �
@

@qi
þ _pi �

@

@pi

	 
" #

¼
XN
i¼1

_qTi � @

@qTi
þ _pTi � @

@pTi

	 


¼
XN
i¼1

� _qi �
@

@qi
þ _pi �

@

@ð�piÞ
	 


¼ �iLðGÞ: ð7:43Þ

With this result it is easy to prove the properties of the time-reversal mapping given
previously.

Table 7.2Mapping parities operators for some phase variables

Mapping Shear stress Pressure Energy

MI 1 1 1
MT 1 1 1
MY − 1 1 1
MK − 1 1 1
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The operation of the mapping MT on the SLLOD equations of motion is:

MT _qi ¼ MT pi
m
þ nxgyi

h i
¼ pTi

m
þ nxg

TyTi ¼ �pi
m

þ nxð�gÞyi ¼ � _qi ð7:44Þ

where the choice of MT ðq; p; gÞ ¼ ðq;�p;�gÞ for the field-dependent time-
reversal mapping makes the action of the mapping a simple sign change. The
equation of motion for the momenta then gives:

MT _pi ¼ MT FiðqÞ � nxgpyi � api
� � ¼ FiðqT Þ � nxg

TpTyi � aTpTi

¼ FiðqÞ � nxgpyi � api ¼ _pi:
ð7:45Þ

Notice also that the thermostatting variable α changes sign as:

aT ¼ MTa ¼ MT

PN
i¼1

Fi � pi � gpxipyi
� �

PN
i¼1

p2i

2
6664

3
7775 ¼ �a: ð7:46Þ

With this choice for the mapping of the field, the Liouvillean is again a simple sign
change:

MT iLðG,gÞ ¼ �iLðG,� gÞ: ð7:47Þ

Following the same steps for the mappingsMY andMK , the results are (Table 7.3):

MY iLðG,gÞ ¼ iLðGY ,gY Þ ¼ iLðG,� gÞ, ð7:48Þ
MK iLðG,gÞ ¼ iLðGK ,gKÞ ¼ �iLðG,gÞ: ð7:49Þ

Using the results obtained in this section, it easy to show that the following four
time evolutions of the phase variable B yield identical values. That is:

exp [iLðG,gÞt]BðGÞ ¼ pTB exp½�iLðGT ;�gT Þt�BðGT Þ
¼ pYB exp½iLðGY ;�gY Þt�BðGY Þ
¼ pKB exp½�iLðGK; gKÞt�BðGKÞ: ð7:50Þ

Notice that these four time evolutions involve changing the sign of the time and/or
the sign of the field. If we consider the phase variable PxyðGÞ, the time evolution
leads to a negative average value at long time, and where a single sign change is
made in the propagator, the parity operator is −1. As each of the time evolutions
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in Equation (7.50) represents a different mathematical form for the same trajectory,
the stabilities are also the same.

The third equality can be used to interpret the propagation of the dissipative flux
in the Kawasaki exponent (7.15). Here a negative time evolution is contained in the
integral:

�b

ðt
0
ds g Pyxð�s; g;GÞV :

Using the Kawasaki mapping and Equation (7.50), the negative time evolution can
be transformed to an equivalent positive time evolution from a different initial
space point. To do this, consider:

Pyxð�s;G,gÞ ¼ exp½�iLðG,gÞs�PyxðGÞ ¼ exp½iLðGK ,g KÞs� pKPyx
PyxðGKÞ

¼ � exp½iLðGK ,g KÞs�PyxðGKÞ ¼ �Pyxðs;GK ,g KÞ
¼ �Pyxðs;GK , gÞ: ð7:51Þ

The last equality follows from the fact that g K ¼ g. So Pyxð�s; g;GÞ is equivalent
(apart from the sign of the parity operator) to the propagation of Pyx forward in time,
with the same γ, but starting from a different phase point ΓK. The probability of this
new phase point ΓK in the canonical (or isothermal) distribution is the same as the
original Γ. Therefore the Kawasaki distribution function can be written as:

f ðt;G,gÞ ¼ exp �bgV

ðt
0
dsPyxð�s;G,gÞ

� �
f ð0;G,0Þ

¼ exp þbgV

ðt
0
dsPyxðs;GK; gÞ

� �
f ð0;GK; 0Þ: ð7:52Þ

In this form, the sign of the exponent itself changes as well as the sign of the time
evolution. At sufficiently large time Pyx s;GK; g

� �
approaches the steady-state value

kPyxðs; gÞl, regardless of the initial phase point. The negative time evolution with
positive external field from Γ is equivalent to positive time evolution with positive
field from ΓK.

Numerical results for the transient time-correlation function

To use the trajectory mappings to improve the efficiency of TTCF calculations, we
need the four initial phase points to produce different evolutions of the shear stress.
To see that this happens, we only need to consider the initial value of the shear
stress and its initial rate of change. If PyxðGÞ ¼ P0

yx, it is easy to find the values
for other initial points using the parities listed in Table 7.2. The rate of change of
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the shear stress is given by iLðG,gÞPyxðGÞ ¼ _P
0
yx. For the other mapped points, using

the results of Tables 7.2 and 7.3, we find that:

iLðGT ; gÞPyxðGT Þ ¼ �iLðG,� gÞPyxðGÞ ¼ _P
1
yx; ðTÞ

iLðGY ; gÞPyxðGY Þ ¼ iLðG,� gÞð�ÞPyxðGÞ ¼ �iLðG,� gÞPyxðGÞ ¼ _P
1
yx; ðYÞ

iLðGK; gÞPyxðGKÞ ¼ �iLðG,gÞð�ÞPyxðGÞ ¼ iLðG,gÞPyxðGÞ ¼ _P
0
yx: ðKÞ

From Table 7.4 it is clear that although ΓI and ΓT have the same initial value of
Pyx, the initial rates of change are different, therefore the trajectories are different.
Exactly the same result is true for ΓY and ΓK. Therefore each of the mapped initial
points leads to a different trajectory.

Computer simulations of 256 WCA particles at the Lennard–Jones triple point
(Evans and Morriss, 1988b) used the trajectory mappings to generate four starting
states for the nonequilibrium trajectories. The results for the shear stress kPyxðtÞl in
Figure 7.1 show excellent agreement between the TTCF prediction (T), the direct
simulation (D) and the long-time steady-state stress computed by conventional
NEMD (SS). We show the Green–Kubo prediction for the stress (GK) to
compare the linear and nonlinear responses, and the intrinsic nonlinear response
is generated at comparatively late times. The response is essentially linear until
the stress overshoot time (t � 0.3). The total nonlinear response converges far
more rapidly than does the linear GK response. The linear GK response has

Table 7.3 Summary of phase-space mappings for SLLOD

Mapping MXðG, gÞ MXiLðG, gÞ
MI ðq,p,gÞ iLðG,gÞ
MT ðq,�p,�gÞ �iLðG,�gÞ
MY ðx,�y, z, px,�py,pz,�gÞ iLðG,�gÞ
MK ðx,�y, z,�px, py,�pz,gÞ �iLðG,gÞ

Table 7.4 Trajectories obtained from each mapped
phase point

Mapping PyxðGÞ _PyxðGÞ
MI P0

yx
_P
0
yx

MT P0
yx

_P
1
yx

MY �P0
yx

_P
1
yx

MK �P0
yx

_P
0
yx
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obviously not relaxed to its steady-state limiting value at t � 1.5. This is presum-
ably because of long-time tail effects which predict that the linear response relaxes
very slowly as t�1=2, at long times.

The shear-induced increase in pressure (shear dilatancy) is intrinsically nonlinear
and is zero for Newtonian fluids. The Green–Kubo formulae predict that there is no
coupling of the pressure and the shear stress because the equilibrium correlation
function, kDpðtÞPyxð0Þl, is exactly zero at all times. Figure 7.2 compares the
direct and transient correlation function values of the shear dilatancy,
(Dp ¼ p� p0) for the WCA fluid. The agreement between the direct and transient
correlation function expression at g ¼ 1 is impressive. This is a test of the theory
for an entirely nonlinear effect and is thus a more convincing check on the validity of
the TTCF formalism. The TTCF predictions are in statistical agreement with the
results from direct simulation. We include a direct calculation of the steady-state
pressure shift from conventional NEMD. It is apparent that t ¼ 1:5 is sufficient for
convergence of the TTCF integral. Note that the initial slope of the pressure response
is zero. This contrasts with the initial slope of the shear stress response which is G1.
This is in agreement with the predictions of the transient time-correlation formalism
made in Section 7.3. Figure 7.1 clearly shows that at short time the stress is controled
by linear responsemechanisms. It takes time for the nonlinearities to develop but para-
doxically perhaps, convergence to the steady-state asymptotic values is ultimately
much faster in the nonlinear, large-field regime.
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–0.5
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0 0.5 1 1.5
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GK

TTCF

direct

Green–Kubo

〈Pyx (t)〉

Figure 7.1 The shear stress kPyx(t)l in the three-dimensional WCA system.
D direct simulation, TTCF prediction; GK Green–Kubo prediction. SS is the
long-time steady-state shear stress
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At γ¼ 1, conventional NEMD is clearly the most efficient means of establishing
the steady-state response. For example, under precisely the same conditions, after
54� 106 timesteps, the TTCF expression for Pyx is accurate to ±0.05%, but the
directly averaged transient response is accurate to ±0.001%. Because time is not
wasted in establishing the steady-state from each of 60 000 time origins, conven-
tional steady-state NEMD needs only 120� 103 timesteps to obtain an uncertainty
of ±0.0017. If we assume that errors are inversely proportional to the square root of
the run length, then the relative uncertainties for a 54� 106 timestep run would be
±0.05, ±0.001, and ±0.00008 for the TTCF, the directly averaged transient
response, and for conventional NEMD, respectively. Steady-state NEMD is
about 600 times more accurate than TTCF for the same number of timesteps. On
the other hand, the transient correlation method has a computational efficiency
which is similar to that of the equilibrium Green–Kubo method. An advantage
of the TTCF formalism is that it models the rheological problem of stress
growth (Bird et al., 1977), not simply steady shear flow, and we can observe the
associated effects, such as stress overshoot, and the time development of normal
stress differences. Whereas shear stress and shear dilatancy exhibit a simple over-
shoot before relaxing to their final steady-state values, the normal stress differences
Pyy � Pzz and Pxx � Pyy (see Figure 7.3), show two maxima before achieving their
steady-state values (SS). Again it is apparent that t ¼ 1:5 is sufficient time for a
complete relaxation to the steady state.
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Time

SS

Figure 7.2 Shear dilatancy in three dimensions. For abbreviations see Figure 7.1.
Error bars shown on TTCF results
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Over the years a number of numerical comparisons have been made between the
Green–Kubo expressions and the results of NEMD simulations. The work we have
just described takes this comparison one step further. It compares NEMD simu-
lation results with the thermostatted, nonlinear generalization of the Green–Kubo
formulae. It provides convincing numerical evidence for the usefulness and correct-
ness of the TTCF formalism, which is the natural thermostatted, nonlinear generali-
zation of the Green–Kubo relations.

7.5 Differential response functions

Often we are interested in the intermediate regime where the Green–Kubo method
cannot be applied and where, because of noise, direct NEMD is very inefficient. We
have just seen how the TTCF method may be applied to strong fields. It is also the
most efficient method for treating fields of intermediate strength. Before we demon-
strate the application of TTCFs to the small-field response, we will describe an
early method that was used to calculate the intermediate field response – the sub-
traction, or differential, response method. The idea behind this method is simple.
By considering a sufficiently small field, the systematic (or field-induced) response
will be swamped by the natural (essentially equilibrium) fluctuations in the system.
However, it is clear that for short times and small applied fields, there will be a high
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Figure 7.3 Transient responses for the normal stress differences Pyy − Pzz and
Pxx − Pyy for the three-dimensional WCA system at a reduced shear rate
of unity.
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degree of correlation in the transient response computed with, and without, the
external field, (see Figure 7.4).

If we compute A(t) for two trajectories which start at the same phase point Γ, one
with the field on and the other with the field off, we might see what is depicted in
Figure 7.4. Ciccotti and Jacucci (1975) and Ciccotti et al. (1976, 1979) realized
that, for short times, the noise in A(t) computed for the two trajectories will be
highly correlated. They used this idea to reduce the noise in the response computed
at small applied fields.

To use their subtraction method, one performs an equilibrium simulation
(Fe ¼ 0) from which one periodically initiates nonequilibrium calculations
(Fe = 0). The general idea is shown in Figure 7.5. The phases {Γi} are initial
points from which one calculates the difference of the response in a phase variable
with and without the applied field. The systematic or nonequilibrium response is
calculated from the equation:

kAðt;FeÞl ¼ kAðt;FeÞl� kAðt; 0Þl

¼ 1

N

XN
i¼1

exp½iLðFeÞt� � exp½iLð0Þt�ð ÞAðGiÞ: ð7:53Þ

For many years this was the only method of calculating the small-field nonequi-
librium response. It suffers from a major problem, however. For the method to

A(t )

time

AFe 
= exp[iL (Fe) t ]

Equilibrium response

Systematic response

Nonequilibrium response

AFe
– A0 = (exp[iL (Fe) t – exp[iL (Fe = 0) t ])

A0 = exp[iL (Fe = 0) t ]

Figure 7.4 We depict the systematic nonequilibrium response (the shaded curve)
as the difference of the nonequilibrium response from the equilibrium response.
By taking this difference we can dramatically reduce the noise in the computed
systematic nonequilibrium response. To complete this calculation one averages
this difference over an ensemble of starting states
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work, the noise in the value of A(t) computed with and without the field, must be
highly correlated. Otherwise the equilibrium fluctuations will completely swamp
the desired response. Now, the noise in the two responses will only be correlated
if the two systems remain sufficiently close in phase space. The Lyapunov instabil-
ity (Section 3.4) will work against this driving the two systems apart exponentially.
This can be expected to lead to an exponential growth of noise with time. This is
illustrated in Figures 7.6 and 7.7 in which the TTCF (T), and Subtraction tech-
niques (sub), are compared for the 256 particle WCA system considered in
Section 7.4.
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Figure 7.6 Shear stress for the three-dimensional WCA system at a shear rate of
γ ¼ 10−3
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Figure 7.5 Illustration of the subtraction method
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Figure 7.6 shows the shear stress for the three-dimensional WCA system at the
comparatively small shear rate of g ¼ 10�3. At this field strength, conventional
steady-state NEMD is swamped by noise. However, the subtraction technique
can be used to substantially improve the statistics. It is important to note that
both the subtraction and TTCF techniques are based on an analysis of the transient
response of systems. The results compared in Figure 7.6 were computed for exactly
the same system using exactly the same data. The only difference between the two
sets of results is how the data were analyzed. Lyapunov noise is clearly evident in
the subtraction results in Figure 7.6. For longer times, during which we expect the
slow nonlinearities to complete the relaxation to the steady state, the subtraction
technique becomes very noisy.

Figure 7.7 shows the corresponding results for shear dilatancy. Here the subtrac-
tion technique is essentially useless. Even the TTCF method becomes somewhat
noisy at long times. The TTCF results clearly show the existence of a measurable,
intrinsically nonlinear effect even at this small shear rate.

Although the TTCF method allows us to compute the response of systems
to fields of arbitrary (even zero) strength we often require more information
about the small-field response than it is capable of providing. For example, at
small fields the response is essentially linear. Nonlinear effects that we may
be interested in are completely swamped by the linear response terms. The
differential transient time-correlation function (DTTCF) method (Morriss
and Evans, 1989) is an attempt to provide an answer to this problem. It
uses a subtraction technique on the TTCFs themselves to formally subtract
the linear response.
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Figure 7.7 Shear dilatancy for the three-dimensional WCA system at a shear rate
of γ ¼ 10−3. (sub) subtraction; (T) TTCF
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In the DTTCF method, we consider the difference between B(s) evaluated
with and without the external field, starting from the same initial phase
point. From the transient correlation function expression this gives:

k Bðt; gÞ � Bð0; 0Þð Þl

¼ �bgV

ðt
0
dsk Bðs; gÞ � Bðs; 0Þ þ Bðs; 0Þð ÞPyxl

¼ �bgV

ðt
0
dsk Bðs; gÞ � Bðs; 0Þð ÞPyxl� bgV

ðt
0
dskBðs; 0ÞPyxl: ð7:54Þ

In this equation B(s, γ) is generated from B(0) by the thermostatted field-dependent
propagator, B(s, 0), on the other hand, is generated by the zero-field thermostatted
propagator. The last term is the integral of an equilibrium time-correlation function.
This integral is easily recognized as the linear, Green–Kubo response. The first
term on the right-hand side is the integral of a differential transient time-correlation
function (DTTCF), and is the intrinsically nonlinear response. The left-hand side is
termed the direct differential, or subtraction average.

There are two possible cases: the first, in which B has a nonzero linear response
term; and the second, where the linear response is identically zero. If B is chosen to
be Pyx, the third term in Equation (7.54) is the Green–Kubo expression for the
response of the shear stress �hð0Þg, where hð0Þ is the zero-shear-rate shear vis-
cosity. The definition of the shear-rate-dependent viscosity, hðgÞ ¼ �kPyxl=g
gives:

hðgÞ � hð0Þ ¼ bV

ðt
0
dskðPyxðs; gÞ � Pyxðs; 0ÞÞPyxl; ð7:55Þ

as the intrinsically nonlinear part of the shear viscosity. As s!1 the differential
transient time-correlation function (using the mixing assumption) becomes
kðPyxðs; gÞ � Pyxðs; 0ÞÞlkPyxð0Þl ¼ kPyxðs; gÞlkPyxð0Þl. This is zero because
kPyxð0Þl ¼ 0. On the other hand kPyxðs; gÞl is clearly nonzero, which means that
the use of our trajectory mappings will improve the statistics as s!1.

To obtain four different shearing trajectories, we used the four different initial
points GI ;GT ;GY ;GK and we could show that this resulted in different trajectories.
Here however, we need the difference between the shear stress evolved from the
initial phase point under SLLOD equations of motion, and the shear stress
evolved with g ¼ 0. The rate of change of the shear stress is given in Table 7.4,
and we find that:

iLðGI , 0ÞPyxðGÞ ¼ _P
0
yxð0Þ, ðIÞ

iLðGT , 0ÞPyxðGT Þ ¼ �iLðG, 0ÞPyxðGÞ ¼ � _P
0
yxð0Þ, ðTÞ
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iLðGY , 0ÞPyxðGY Þ ¼ �iLðG, 0ÞPyxðGÞ ¼ � _P
0
yxð0Þ, ðYÞ

iLðGK , 0ÞPyxðGKÞ ¼ iLðG, 0ÞPyxðGÞ ¼ _P
0
yxð0Þ: ðKÞ

Clearly there are only two different equilibrium g ¼ 0 time evolutions; the remain-
ing two can be obtained from a simple sign change. In practice, a single cycle of the
numerical evaluation of a differential transient time-correlation function will
involve the calculation of four field-dependent trajectories and two field-free trajec-
tories, yielding four starting states.

The use of the symmetry mappings implies some redundancies in the various
methods of calculating the response. In particular the direct response of PyxðtÞ is
exactly equal to the direct differential response for all time. This means that the
contribution from the field-free time evolutions is exactly equal to zero. This is
easy to see as there are only two different time evolutions; those corresponding
to exp½iLt� and exp½�iLt�, and for Pyx each comes with a positive and negative
parity operator. Therefore these two responses exactly cancel for all values of time.

The second redundancy of interest is that the transient response of the pressure
pðtÞ is exactly equal to the differential transient response for all values of time. This
implies that the contribution to the equilibrium time correlation function k pðtÞPyxl
from a single sampling of Γ is exactly zero. Clearly this equilibrium time corre-
lation is zero when the full ensemble average is taken, but the result we prove
here is that the mappings ensure that

P
pðtÞPyx is zero for each starting state Γ

for all values of t. The contribution from the field-free trajectories is:

X
a[ I ;T ;Y ;Kf g

pðt;Ga; ga ¼ 0ÞPyxðGaÞ

¼ PyxðGÞ exp½iLt� pIPyx
pIp þ exp½�iLt� pTPyx

pTp

n

þ exp½iLt� pYPyx
pYp þ exp½�iLt�pKPyx

pKp

o
pðGÞ ¼ 0 ð7:56Þ

Again the product of parities ensures that the two field-free time evolutions
exp½iLt�, and exp½�iLt� occur in cancelling pairs. Therefore the field-free contri-
bution to the differential time-correlation function is exactly zero and the differen-
tial transient results are identical to the transient correlation function results.

The DTTCF method suffers from the same Lyapunov noise characteristic of all
differential or subtraction methods. In spite of this problem, Morriss and Evans
(1989) were able to show, using the DTTCF method, that the intrinsically nonlinear
response of three-dimensional fluids undergoing shear flow is given by the classical
Burnett form. This is at variance with the nonclassical behavior predicted by mode
coupling theory. However, nonclassical behavior can only be expected in the large
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system limit. The classical behavior observed by Morriss and Evans (1987), is
presumably the small shear-rate, asymptotic response for finite periodic systems.

Numerical results for the Kawasaki representation

A direct numerical test (Evans and Morriss, 1990a) of the Kawasaki representation
of the nonlinear isothermal response showed that phase averages calculated using
the explicitly normalized Kawasaki distribution function agree with those calcu-
lated directly from computer simulation. The system considered was planar
Couette flow using the isothermal SLLOD algorithm. The primary difficulty in
using the Kawasaki expression in numerical calculations arises because it involves
calculating an extensive exponential. For an N-particle system we would have
to average quantities of the order of exp½2N � to determine the viscosity. Using
a small number of particles and a low density, where the viscosity is smaller
than at the triple point, can reduce these difficulties. For small systems it
is necessary to take into consideration terms of order, 1=N , in the definition
of the temperature, T ¼ P

p2i =m
� Þ= dN � d � 1ð Þ, and the shear stress, PyxV ¼

dN � dð Þ= dN � d � 1ð ÞP pyipxi=mþ 1
2 yijFxij

� �
:

The phase-space integral of the Kawasaki distribution function f(t),
Equation (7.24), is:

ZðtÞ ¼
ð
dGf ðG,tÞ ¼

ð
dGf ðG,0Þ exp �bFe

ðt
0
dsJ ð�sÞ

	 

: ð7:57Þ

Zð0Þ is the phase integral of the initial equilibrium distribution function which is
equal to unity, since f ð0Þ is the normalized. The numerical results in Figure 7.8
for ZðtÞ, calculate the Kawasaki normalization exactly written in Equation (7.57).

Consider the rate of change of ZðtÞ after the external field is switched on. Using
the Liouville equation we can show that:

dZðtÞ
dt

¼
ð
dGf ð0Þ @

@t
exp �bFe

ð t
0
dsJ ð�sÞ

� �

¼ �bFe

ð
dGf ðtÞJ ð�tÞ ¼ �bFe

ð
dGf ð0ÞJ ð0Þ ¼ 0:

ð7:58Þ

The last equality is a consequence of the Schrödinger–Heisenberg equivalence
(Section 3.3). This implies that the Kawasaki distribution function is normalized
at all times. This is not observed in the numerical results in Figure 7.8, but
rather ZðtÞ typically decreases with time. The explanation of this apparent
paradox is in the sampling of the initial distribution function f ð0Þ. Probable
initial conditions in the equilibrium ensemble do not lead to trajectories for
which the exponential factor is large, but rather the initial conditions which do
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lead to �Fe

Ð t
0 dsJ ð�sÞ being large and positive have low probability in the equili-

brium ensemble. This means that the initial phase points that lead to probable
values of GðtÞ in the steady state are highly improbable in the initial distribution.
It is the difficulty of sampling the important regions of the initial distribution!
Because of this sampling problem it has been suggested that the Kawasaki distri-
bution function should be explicitly normalized in numerical calculations
(Morriss and Evans, 1987). The renormalized average of the shear stress is then:

kPyxðtÞl ¼
Ð
dGPyxðGÞf ð0Þ exp½�bFe

Ð t
0 dsJ ð�sÞ�Ð

dGf ð0Þ exp½�bFe

Ð t
0 dsJ ð�sÞ� : ð7:59Þ

This appears to work well numerically, but it is clear that the renormalized
Kawasaki formalism should not be used as a routine means of computing transport
coefficients. It is, however, a very important theoretical tool. It was of crucial
importance to the development of nonlinear response theory and it provides an
extremely useful basis for subsequent theoretical derivations. As we will see in
Chapter 9, the renormalized Kawasaki formalism, in contrast to the TTCF formal-
ism, is very useful in providing an understanding of fluctuations in nonequilibrium
steady states.
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Figure 7.8 The normalization of the Kawasaki distribution for two WCA disks at
T¼ 1, ρ¼ 0.39685 at a color field of one. One result (MD) is molecular dynamics
while the others are Monte Carlo calculations
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7.6 The van Kampen objection to linear response theory

Having explored some of the fundamentals of nonlinear response theory, we are
now in a better position to comment on one of the early criticisms of linear response
theory. In an oft-cited paper (van Kampen, 1971), criticized linear response theory
on the basis that microscopic linearity, which is assumed in linear response theory,
is quite different from the macroscopic linearity manifest in linear constitutive
relations. van Kampen correctly noted that to observe linear microscopic response
(of individual particle trajectories) over macroscopic time (seconds, minutes, or
even hours) requires external fields which are orders of magnitude smaller than
those for which linear macroscopic behavior is actually observed. Therefore, so
the argument goes, the theoretical justification of, the Green–Kubo relations for
linear transport coefficients, is suspect.

In order to explain his assertion that linearity of microscopic motion is entirely
different from macroscopic linearity, van Kampen considered a system composed
of electrons which move freely through a conductor, apart from occasional col-
lisions with impurities. An imposed external electric field, Fe, accelerates the par-
ticles between collisions. The distance an electron moves in a time t under the
influence of the field is 1

2 t
2ðeFe=mÞ. In order for the induced current to be linear

one requires that 1
2 t

2ðeFe=mÞ ,, d, the mean spacing of the impurities. Taking
d � 10�8 m and t to be a macroscopic time, say 1s, we see that the field must be
less than � 10�16 Vm�1! As a criticism of the derivation of linear response
theory, this calculation implies that for linear response theory to be valid, trajec-
tories must be subject to a linear perturbation over macroscopic times–the time
taken for experimentalists to make sensible measurements of the conductivity.
This, however, is incorrect.

The linear response theory expression for the conductivity, s ð;J=FeÞ is:

s ¼ b V

ð1
0
dtkJ ðtÞJ ð0Þleq: ð7:60Þ

Now, it happens that in three-dimensional systems the integral of the equilibrium
current-autocorrelation function converges rapidly. (In two-dimensional systems
this is expected not to be so.) The integral, in fact, converges in microscopic
time, a few collision times in the above example. Indeed, if this were not so one
could never use equilibrium molecular dynamics to compute transport coefficients
from the Green–Kubo formulae. Molecular dynamics is based on the assumption
that transport coefficients for simple fluids can be computed from simulations
which only follow the evolution systems for �10�10 s. These times are sufficient
to ensure convergence of the Green–Kubo correlation functions for all the Navier–
Stokes transport coefficients. If we require microscopic linearity over 10�10 s

7.6 The van Kampen objection to linear response theory 193



(rather than van Kampen’s 1s), then we see that the microscopic response will be
linear for fields less than about 104 Vm�1, not an unreasonable number. It simply
does not matter that for times longer than those characterizing the relaxation of the
relevant GK correlation function, the motion is perturbed in a nonlinear fashion. In
order for linear response theory to yield correct results for linear transport coeffi-
cients, linearity is only required for times characteristic of the decay of the relevant
correlation functions. These times are microscopic.

We used nonequilibrium molecular dynamics simulation of shear flow in an
atomic system to explore the matter in more detail (Morriss et al., 1989). A
series of simulations were performed with and without an imposed shear rate γ,
to measure the actual separation of phase-space trajectories as a function of the
shear rate. The phase-space separation is defined to be

dðt; gÞ ¼ Gðt; gÞ � Gðt; 0Þð Þ2� �1=2
; ð7:61Þ

where Gðt; gÞ is the phase-space position at time t under shear rate γ. In measuring
the separation of phase-space trajectories, we imposed the initial condition that at
time zero the equilibrium and nonequilibrium trajectories start from exactly the
same point in phase space, dð0; gÞ ¼ 0; 8g. We used the infinite checkerboard
convention for defining the Cartesian coordinates of a particle in a periodic
system. This eliminates trivial discontinuities in these coordinates. We reported
the ensemble average of the phase-space separation, averaged over an equilibrium
ensemble of initial phases.

As we have seen, the linear response computed from these equations is given
precisely by the Green–Kubo expression for the shear viscosity. Before we begin
to analyze the phase-separation data, we need to review some of the relevant fea-
tures of Lennard–Jones triple-point rheology, for N ¼ 256. First, from Section 6.3,
this fluid is shear thinning and the shear-rate-dependent shear viscosities are set out
in Table 7.5. Note that for reduced shear rates, g , 10�2, the fluid is effectively
Newtonian with a viscosity which varies at most, by less than �4 % of its zero
shear value. We should also remember that the GK equilibrium time-correlation
function, whose integral gives the shear viscosity (Table 7.6), has decayed to
less than 1% of its zero time value at a time t ¼ 2:0:

The viscosity is the time integral of this correlation function and converges rela-
tively slowly due to the presence of the slowly decaying t�3=2 long time tail. Here
again there is some uncertainty. If one believes that enhanced long time tail
phenomena (Section 6.3), are truly asymptotic and persist indefinitely then one
finds that the viscosity converges to within �13% of its asymptotic value at
t ¼ 1 and to within �5 % of the asymptotic value at t ¼ 10. (If we map our simu-
lation onto the standard Lennard–Jones representation of argon, t ¼ 1 corresponds
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to a time of 21.6 ps.) If enhanced long time tails are not asymptotic, then the GK
integrand for the shear viscosity converges to within �5% of its infinite time value
by t ¼ 2. The only important observation that concerns us here is that the GK esti-
mate for the shear viscosity is determined in microscopic time, a few hundreds of
picoseconds at the very most, for argon. This observation was omitted from van
Kampen’s argument. We call the range of times required to ensure, say, 5% conver-
gence of the GK expression for the viscosity, the GK time window.

From Figure 7.9, at a shear rate of 10�7, the phase-space separation increases
very rapidly initially and then slows to an exponential increase with time. The
same pattern is followed at a shear rate of 10�5, except that the initial rise is
even more rapid than for a shear rate of 10�7. Remember that at t ¼ 0 the
phase-space separations start from zero, and therefore the logarithm of the t ¼ 0
separations is �1 for all shear rates. For shear rates greater than 10�5, we
notice that at long times the phase separation is a constant independent of time.
We see an extremely rapid initial rise, followed by an exponential increase with
a slope which is independent of shear rate, followed at later times by a plateau.
The plateau is easily understood because at constant kinetic energy the 3N com-
ponents of the momenta lie on the surface of a 3N-dimensional sphere of radius
rT ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

3NmkBT
p

. The arrow marked on Figure 7.9 shows when the logarithm of
the separation is equal to this radius. The maximum separation of phase points
within the momentum subspace is 2rT , so exponential separation must end at
dðt;GÞ ¼ rT .

Table 7.5 Shear-rate-dependent shear viscosities for
the Lennard–Jones triple point

γ η Nonlinearity (%)

1.0 2.17 ± 0.03 37
0.1 3.04 ± 0.03 12
0.01 3.31 ± 0.08 �4
0.0 3.44 ± 0.2 0

Table 7.6 Green–Kubo equilibrium stress correlation
function for shear viscosity

t kPyxðtÞPyxð0Þl % of kPyxð0Þ2l
0.0 24.00 100
0.1 7.17 29
1.0 0.26 1
2.0 0.09 0.3
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Between the plateau and the initial (almost vertical) rise is an exponential region.
As can be see from the graph, the slope of this rise is virtually independent of shear
rate. The slope is related to the largest positive equilibrium Lyapunov exponent.
After the initial separation due to the external field, the rate of phase-space separ-
ation is governed by Lyapunov instability. The fact that the two trajectories employ
slightly different dynamics is a second-order consideration. The Lyapunov expo-
nents are known to be insensitive to the magnitude of the perturbing external
field for field strengths less than 10�2:

This conjecture regarding the role played by the Lyapunov exponent in the
separation of equilibrium and nonequilibrium trajectories which start from a
common phase origin is easily verified numerically. The slope of this Lyapunov
curve is essentially identical to the exponential portions of the shear-rate driven
curves. The time constants for the exponential portions of the curves are given
in Table 7.7. At this stage we see that even at our smallest shear rate, the trajectory
separation is exponential in time. It may be thought that this exponential separation
in time supports van Kampen’s objection to linear response theory. Surely exponen-
tially diverging trajectories imply nonlinearity? The assertion turns out to be false.

In Figure 7.10 we see the field dependence of the phase separations in more
detail by plotting the ratio of the separations to the separation observed for a
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Figure 7.9 Logarithm of the ensemble average of the phase-space separation
plotted as a function of reduced time for various values of the imposed shear
rate, γ. The shear rates employed were: γ ¼ 1.0, 10−1, 10−2, 10−3, 10−5, 10−7.
Note that for the standard Lennard–Jones argon representation, these shear
rates correspond to shear rates of 4.6 × 1011 to 4.6 × 105 Hz. It will be clear
from the present results that no new phenomena would be revealed at shear
rates less than γ ¼ 10−4
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field, g ¼ 10�7. If the ensemble-averaged trajectory response is linear, then each of
the curves in Figure 7.10 will be an equispaced horizontal line. One can see
immediately that within the GK time window, t , 2:0, all the separations are
linear in the field except for the largest two shear rates g ¼ 1:0; 0:1. We should
expect that all shear rates exhibiting linearity within the GK time window should
correspond to those systems exhibiting macroscopic linear behavior (i.e. those

Figure 7.10 We plot the ratio of the phase-space separations as a function of shear
rate and time. The ratios are computed relative to the separation at a reduced shear
rate of 10−7. Curves denoted by “av” are ensemble averages. Those not so denoted
give the results for individual phase trajectories. Since the integrals of the Green–
Kubo correlation functions converge to within a few percent by a reduced time of
�1.5, we see that the trajectory separation is varying linearly with respect to strain
rate for reduced shear rates less than �2. This is precisely the shear rate at which
direct nonequilibrium molecular dynamics shows a departure of the computed
shear viscosity from linear behavior

Table 7.7 Exponential time constants for phase
separation in the triple-point Lennard–Jones fluid
under shear

Time constant Reduced shear rate

1.715 ± 0.002 0.0 Lyapunov
1.730 ± 0.002 10−7 Shear induced
1.717 ± 0.002 10−5 Shear induced
1.708 ± 0.012 10−3 Shear induced
1.715 ± 0.002 10−2 Shear induced
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which are Newtonian). Those exhibiting microscopic nonlinearity within the GK
time window should display nonNewtonian macroscopic behavior. Comparing
Table 7.5 with Figure 7.9, this is exactly what is seen.

Although systems at shear rates g ¼ 10�2 and 10�4 , do exhibit a nonlinear
growth in the phase-space separation, it occurs at times which are so late that it
cannot possibly effect the numerical values of the shear viscosity. These nonlinea-
rities occur outside the GK time window.

A possible objection to these conclusions might be: since we are computing
ensemble averages of the phase-space separations, it might be the averaging
process which ensures the observed microscopic linearity. Individual trajectories
might still be perturbed nonlinearly with respect to the shear rate. This, however,
is not the case. In Figure 7.10 the symbols plotted represent the phase-space sep-
aration induced in single trajectories. For all shear rates, a common phase origin
is used. We did not average over the time-zero phase origins of the systems.
What we see is a slightly noisier version of the ensemble-averaged results. Detailed
analysis of the unaveraged results reveals that:

(1) for g , 10�2 linearity in shear rate is observed for individual trajectories; and
(2) the exponential behavior in time is only observed when dðg; tÞ is averaged over some

finite, but small, time interval.

The exponential Lyapunov separation is expected to be observed on average
either by employing time or ensemble averages. The main point we make here is
that even for individual trajectories, where phase separation is not exactly exponen-
tial in time, trajectory separation is to four significant figure accuracy, linear in the
field. Ensemble averaging does not produce the linearity of the response.

We conclude that, within the GK time window, macroscopic and microscopic
linearities are observed for identical ranges of shear rates. For times shorter than
those required for convergence of the linear response theory expressions for trans-
port coefficients, the individual phase-space trajectories are perturbed linearly with
respect to the shear rate for those values of the strain rate for which the fluid exhibits
linear macroscopic behavior. This is in spite of the fact that, within this domain, the
shear rate induces an exponential separation of trajectories with respect to time. We
believe that many people have assumed an exponential trajectory separation in time
implies an exponential separation with respect to the magnitude of the external
field. This work shows that, within the GK time window, the dominant microscopic
behavior in fluids which exhibit linear macroscopic behavior is linear in the exter-
nal field, but exponential in time. For intermediate times the phase separation takes
the form:

d ¼ Ag exp½t=tL�; ð7:62Þ
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where the Lyapunov time, tL, is the inverse of the largest equilibrium Lyapunov
exponent. We can explain why the phase separation exhibits this functional
form and, moreover, we can make a rough calculation of the absolute magni-
tude of the coefficient, Ag. We know that the exponential separation of trajec-
tories only begins after a time which is roughly the Maxwell relaxation time
tM , for the fluid. Before the particles sense their mutual interactions, the par-
ticles are freely streaming with trajectories determined by the initial values of
ð _q; _pÞ. After this initial motion, the particles will have coordinates and
momenta as follows:

qiðtÞ ¼ qið0Þ þ
pið0Þ
m

þ x̂g yið0Þ
	 


t;

piðtÞ ¼ pið0Þ þ Fið0Þ � x̂g pyið0Þ
� �

t:

ð7:63Þ

When this approximation breaks down, approximately at the Maxwell relaxation
time, tM ; h=G, the phase separation dðtM ; gÞ is given by:

dðtM ; gÞ ¼ gtM

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
XN
i¼1

y2i ð0Þ þ p2yið0Þ
� �

:

vuut ð7:64Þ

For our system this distance is:

dðtM ; gÞ ¼ gtM
N 5=3

3n2=3
þ NT

� �1=2

� 8:7g; ð7:65Þ

where n is the number density (number of particles per unit volume) and we
have used tM ¼ 0:137 as the Maxwell time. After this time the phase separation
can be expected to grow as:

dðg; tÞ � dðg; tM Þ exp t

tL þ Oðg 2Þ
� �

; ð7:66Þ

where tL is the inverse of the largest zero-shear rate Lyapunov exponent. For
fields less than g ¼ 10�2, the equilibrium Lyapunov time dominates the
denominator of the above expression. This explains why the slopes of the
curves in Figure 7.9 are independent of shear rate. Furthermore by combining
Equations (7.65) and (7.66), we see that in the regime where the shear rate cor-
rections to the Lyapunov exponents are small, the phase separation takes the
form given by Equation (7.62), with the coefficient, Ag � 8:7. Equation (7.66)
is plotted, for a reduced shear rate of 10�7, as a dashed line in Figure 7.10. It is

7.6 The van Kampen objection to linear response theory 199



in reasonable agreement with the results. The results for other shear rates are
similar. The greatest uncertainty in the prediction is the estimation of the
precise time at with Lyapunov behavior begins.

7.7 Time-dependent response theory

In this section, we extend the nonlinear response theory developed in Sections 7.2
and 7.3 to describe the response of classical, many-body systems to time-dependent
external fields. The resulting formalism is applicable to both adiabatic and thermo-
statted systems. The results are then related to a number of known special cases:
time-dependent linear response theory, and time-independent nonlinear response
theory, as described by the transient time-correlation approach and the Kawasaki
response formula. The analysis parallels perturbation treatments of quantum field
theory (Raimes, 1972; Parry, 1973). We will give a brief outline of the time-
dependent case. The main difference between the two types of nonlinear response
is that time-ordered exponentials are required for the time-dependent propagators.
The algebraic properties of time-ordered exponentials has no counterpart in the
time-independent case, and limit the mathematical forms of the nonlinear time-
dependent response. In the time-independent case we have two forms: the
Kawasaki and the TTCF forms. Here we will meet yet another, and of these
three forms only one is applicable in the time-dependent case. This development
follows the work of Evans and Morriss (1988a).

When a system is subject to time-dependent external fields, there are two time
dependences in the system, one associated with the time of the phase position
GðtÞ and the other is associated with the explicit time-dependence of the field
FeðtÞ (Holian and Evans, 1985). We define the p-propagator URð0; tÞ to be the
operator which advances functions of phase Γ forward in time from 0 to t. That is:

GðtÞ ¼ URð0; tÞGð0Þ: ð7:67Þ

The operator URð0; tÞ operates on all functions of phase located to its right. The
equations of motion for the system at time t, which are themselves a function of
phase Γ, are given by:

_GðGðtÞ; tÞ ¼ URð0; tÞ _GðGð0Þ; tÞ: ð7:68Þ

The notation _GðGðtÞ; tÞ implies that the derivative should be calculated on the
current phase GðtÞ, using the current field FeðtÞ. On the other hand _GðGð0Þ; tÞ
implies that the derivative should be calculated on the initial phase Gð0Þ using
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the current field FeðtÞ. The p-propagator URð0; tÞ has no effect on the explicit time
contained in the field.

The total time derivative of a phase function B(Γ) is:

d

dt
BðGðtÞÞ ¼ _GðGðtÞ; tÞ � @BðGÞ

@G

����
G¼GðtÞ

¼ URð0; tÞ _GðG,tÞ � @BðGÞ
@G

����
G

¼ URð0; tÞiLðtÞBðGÞ ¼ @

@t
URð0; tÞBðGÞ;

ð7:69Þ

where we have introduced the time-dependent p-Liouvillean, iLðtÞ ; iLðG,tÞ,
which acts on functions of the initial phase Γ, but contains the external field at
the current time. The partial derivative of B with respect to initial phase Γ is
simply another phase function, so that the propagator URð0; tÞ advances this
phase function to time t. In writing the last line of Equation (7.69), we have
used the fact that the p-propagator is an explicit function of time (as well as
phase), and that, when written in terms of the p-propagator _BðGðtÞÞ must only
involve the partial time derivative of the p-propagator. Equation (7.69) implies
that the p-propagator URð0; tÞ satisfies an operator equation of the form:

@

@t
URð0; tÞ ¼ URð0; tÞiLðtÞ; ð7:70Þ

where the order of the two operators on the right-hand side is crucial (as they do not
commute), since the propagator URð0; tÞ contains sums of products of iLðsiÞ at
different times si and sj, and iLðsiÞ and iLðsjÞ do not commute unless si ¼ sj. The
formal solution of this operator equation is:

URð0; tÞ ¼
X1
n¼0

ðt
0
ds1

ðs1
0
ds2 . . . :

ðsn�1

0
dsniLðsnÞ . . . : iLðs2ÞiLðs1Þ: ð7:71Þ

Notice that the p-Liouvilleans are right ordered in time (latest time to the right).
As Liouvilleans do not commute, this time ordering is fixed. The integration
limits imply that t . s1 . s2 . . . . : . sn, so that the time arguments of the
p-Liouvilleans in the expression for URð0; tÞ increase as we move from the left
to the right.

The inverse theorem

For t . 0, it is obvious that the inverse of URð0; tÞ, which we write as URð0; tÞ�1,
should be the propagator that propagates backwards in time from t to 0. From
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Equation (7.71) we can write:

URð0; tÞ�1 ¼
X1
n¼0

ð0
t
ds1

ðs1
t
ds2 . . . :

ðsn�1

t
dsn iLðsnÞ . . . iLðs2ÞiLðs1Þ

¼ 1þ
ð0
t
ds1iLðs1Þ þ

ð0
t
ds1

ðs1
t
ds2iLðs2ÞiLðs1Þ þ . . . ð7:72Þ

The first two terms are trivial, so considering the third term it can be shown that:

ð0
t
ds1

ðs1
t
ds2iLðs2ÞiLðs1Þ ¼

ðt
0
ds2

ðs2
0
ds1iLðs2ÞiLðs1Þ;

and therefore Equation (7.72) becomes:

URð0; tÞ�1 ¼ 1�
ðt
0
ds1iLðs1Þ þ

ðt
0
ds2

ðs2
0
ds1iLðs2ÞiLðs1Þ � . . .

¼
X1
n¼0

ð�Þn
ðt
0
ds1

ðs1
0
ds2 . . .

ðsn�1

0
dsniLðs1ÞiLðs2Þ . . . iLðsnÞ: ð7:73Þ

As s1 and s2 are dummy labels, we can interchange them to obtain the final
result. The integration limits now imply that the Liouvilleans are left ordered.
Comparing this expression with the definition of URð0; tÞ there are two differ-
ences, the time ordering and the minus signs. We now define the left-ordered
operator ULð0; tÞ ¼ URð0; tÞ�1 to be equal to the right-hand side of Equation
(7.73). Using this definition, it can be shown that ULð0; tÞ satisfies the operator
equation:

@

@t
ULð0; tÞ ¼ �iLðtÞULð0; tÞ: ð7:74Þ

The associative law and composition theorem

The action of the p-propagatorURð0; tÞ is to advance the phase Γ of a phase variable
forward in time from 0 to t, so URð0; tÞBðGÞ ¼ BðtÞ. This must be equivalent to
advancing time from 0 to s, then advancing time from s to t, or BðtÞ ¼
URðs; tÞ URð0; sÞBðGÞ½ � = URðs; tÞURð0; sÞBðGÞ, whenever 0 , s , t. The problem
is that the operator product URðs; tÞURð0; sÞ is no longer a right-ordered operator.
The correct operator equation is:

URð0; tÞ ¼ URð0; sÞURðs; tÞ; ð7:75Þ
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as can be shown directly from Equation (7.71). Apart from the present discussion,
we will always write operators in a form which reflects the mathematical rather than
the causal ordering. The f-propagators are causally ordered.

The distribution function

The Liouville equation for a system subject to a time-dependent external field is:

@

@t
f ðtÞ ¼ � @

@G
� _GðG,tÞf ðG,tÞ
� �

¼ �iLðtÞf ðtÞ; ð7:76Þ

where iLðtÞ is the time dependent f-Liouvillean. This equation describes how the
density of phase points changes with time at a fixed point in phase space. The dis-
tribution function propagator Uy

Rð0; tÞ which advances the time dependence of
f ðG,0Þ from 0 to t, is:

f ðG,tÞ ¼ Uy
Rð0; tÞf G,0ð Þ: ð7:77Þ

In this equation U y
Rð0; tÞ is the adjoint of URð0; tÞ. It is therefore closely related to

ULð0; tÞ except that the Liouvilleans appearing in Equation (7.73) are replaced by
their adjoints iLðsiÞ. Combining Equation (7.77) with the Liouville Equation (7.76)
we find that Uy

Rð0; tÞ satisfies the following equation of motion:

@

@t
Uy

Rð0; tÞ ¼ �iLðG,tÞUy
Rð0; tÞ: ð7:78Þ

The formal solution to this operator equation is:

U y
Rð0; tÞ ¼

X1
n¼0

ð�Þn
ðt
0
ds1

ðs1
0
ds2 . . .

ðsn�1

0
dsniLðs1ÞiLðs2Þ . . . iLðsnÞ: ð7:79Þ

Here the f-Liouvilleans are left time ordered. This is opposite to the time ordering in
the p-propagator URð0; tÞ, but the definition of U y

Rð0; tÞ is consistent with the defi-
nition of ULð0; tÞ:

A common notation in quantum mechanics is to refer to the phase and
distribution-function propagators as right- and left-ordered exponentials (expR
and expL) respectively. To exploit this notational simplification, we introduce the
time-ordering operators TR and TL. The operator TR simply reorders a product of
operators so that the time arguments increase from left to right. In this notation
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we write the p-propagator URð0; tÞ as:

URð0; tÞ ¼ expR

ðt
0
ds iLðsÞ

� �
¼ TR exp

ðt
0
ds iLðsÞ

� �

¼ TR
X1
n¼0

1

n!

ðt
0
ds1

ðt
0
ds2 . . .

ðt
0
dsniLðsnÞ . . . iLðs2ÞiLðs1Þ: ð7:80Þ

Considering the term with two integrals in more detail we see that:

TR
1

2!

ðt
0
ds1

ðt
0
ds2iLðs2ÞiLðs1Þ

¼ 1

2!
TR

ðt
0
ds1

ðs1
0
ds2iLðs2ÞiLðs1Þ þ

ðt
0
ds1

ðt
s1

ds2iLðs2ÞiLðs1Þ
� �

¼ 1

2!
TR 2

ðt
0
ds1

ðs1
0
ds2iLðs2ÞiLðs1Þ

� �
¼
ðt
0
ds1

ðs1
0
ds2iLðs2ÞiLðs1Þ:

Repeating this exercise for all the higher-order terms in the sum in Equation (7.80), we
see that the time-ordering operator effectively removes all the factorials in the normal
exponential Taylor series. Using the same arguments for the f-propagator gives:

Uy
Rð0; tÞ ¼ expL �

ðt
0
ds iLðsÞ

� �
¼ TL exp �

ðt
0
ds iLðsÞ

� �
: ð7:81Þ

The use of time-ordered exponentials leads to many simplifications.
We can compute the average of a phase variable B at time t using either the

Schrödinger or Heisenberg representations and these must give the same result.
The Heisenberg representation:

kBðtÞl ¼
ð
dGBðGðtÞÞf ðG,0Þ ¼

ð
dGf ðG,0ÞURð0; tÞBðGÞ; ð7:82Þ

while the Schrödinger representation is:

kBðtÞl ¼
ð
dGBðGÞf ðG,tÞ ¼

ð
dGBðGÞU y

Rð0; tÞf ðG,0Þ: ð7:83Þ

The Dyson equation is useful for deriving relationships between propagators,
as we saw for time-independent systems in Section 3.6. For two arbitrary
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p-Liouvilleans, the most general form of the Dyson equation is:

URð0; tÞ ¼ UR0ð0; tÞ þ
ðt
0
dsURð0; sÞ iLðsÞ � iL0ðsÞð ÞUR0ðs; tÞ

¼ UR0ð0; tÞ þ
ðt
0
dsUR0ð0; sÞ iLðsÞ � iL0ðsÞð ÞURðs; tÞ: ð7:84Þ

Both Liouvilleans iLðsÞ and iL0ðsÞ may be time dependent. The corresponding
equations for left-ordered propagators are:

Uy
Rð0; tÞ ¼ U y

R0ð0; tÞ �
ðt
0
dsU y

Rð0; sÞ iLðsÞ � iL0ðsÞð ÞUy
R0ðs; tÞ

¼ U y
R0ð0; tÞ �

ðt
0
dsU y

R0ð0; sÞ iLðsÞ � iL0ðsÞð ÞUy
Rðs; tÞ: ð7:85Þ

An important application of this result is to the casewhere the difference between two
Liouvilleans is a phase variable rather than an operator. We consider:

iLðsÞ � iLðsÞ ¼ LðG,sÞ ¼ @

@G
� _GðsÞ: ð7:86Þ

If the operator iLðsÞ generates the propagator URð0; tÞ, and the operator iLðsÞ gener-
ates the propagator UR0ð0; tÞ, then, using Equation (7.84), it can be shown that:

URð0; tÞ ¼ exp

ðt
0
dsLðGðsÞ; sÞ

� �
UR0ð0; tÞ: ð7:87Þ

Response theory

Consider an equilibrium ensemble of systems with initial distribution function f0 at
t , 0, to which an external time-dependent field FeðtÞ is applied at t ¼ 0. We
assume that the equilibrium system has evolved under the influence of the Gaussian
isokinetic Liouvillean iL0, which has no explicit time dependence. The equilibrium
distribution could be the canonical or the isokinetic distribution. The equations of
motion for the system can be written as:

_qi ¼
1

m
pi þ CiðGÞFeðtÞ;

_pi ¼ Fi þ DiðGÞFeðtÞ � aðG,tÞpi:
ð7:88Þ
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The terms CiðGÞ and DiðGÞ couple the external field FeðtÞ to the system. We assume
that the AIΓ holds. The dissipative flux is defined in the usual way:

iLadðsÞH0 ; �J ðGÞFeðsÞ: ð7:89Þ

The response of an arbitrary phase variable B(Γ) can be written as:

kBðtÞl ¼
ð
dGf ðGÞ expR

ðt
0
dsiLðsÞ

� �
BðGÞ ¼

ð
dGf ðGÞURð0; tÞBðGÞ: ð7:90Þ

In this equation iLðsÞ is the p-Liouvillean for the field-dependent Gaussian thermo-
statted dynamics at t > 0. If we use the Dyson decomposition of the field-dependent
p-propagator (Equation 7.84) in terms of the equilibrium thermostatted propagator
we find that:

kBðtÞl ¼ kBð0Þlþ
ðt
0
ds

ð
dGf ðGÞUR0ð0; sÞðiLðsÞ � iL0ðsÞÞURðs; tÞBðGÞ: ð7:91Þ

By successive integrations, we unrollUR0 propagator onto the distribution function:

kBðtÞl ¼ kBð0Þlþ
ðt
0
ds

ð
dGðUy

R0ð0; sÞf ðGÞÞ ðiLðsÞ � iL0ðsÞÞURðs; tÞBðGÞ: ð7:92Þ

However,U y
R0 is the equilibrium f-propagator and it has no effect on the equilibrium

distribution function f0, so:

kBðtÞl ¼ kBð0Þlþ
ðt
0
ds

ð
dGf ðGÞ ðiLðsÞ � iL0ðsÞÞURðs; tÞBðGÞ: ð7:93Þ

We can now unroll the Liouvilleans to attack the distribution function rather than
the phase variables. The result is:

kBðtÞl ¼ kBð0Þl�
ðt
0
ds

ð
dG½ðiLðsÞ � iL0ðsÞÞf ðGÞ�URðs; tÞBðGÞ: ð7:94Þ

Obviously only the operation of the field-dependent Liouvillean needs to be con-
sidered. Provided AIΓ is satisfied, we know that iL0 f0 ¼ �@f=@t ¼ 0, so:

ðiLðsÞ � iL0Þf0 ¼ iLðsÞf0 ¼ bf0J ðGÞFeðsÞ: ð7:95Þ

206 Nonlinear response theory



For either the canonical or Gaussian isokinetic ensembles therefore:

kBðtÞl ¼ kBð0Þl� b

ðt
0
ds

ð
dGf0ðGÞJFeðsÞ URðs; tÞBðGÞ: ð7:96Þ

Thus far the derivation has followed the same procedures used for the time-dependent
linear response and time-independent nonlinear response. The operation ofUR(s, t) on
B(Γ), however, presents certain difficulties. No simple meaning can be attached to
UR(s, t)B(Γ). We can now use the composition and the inverse theorems to break up
the incremental p-propagator UR(s, t). Using Equations (7.75):

URðs; tÞ ¼ U�1
R ð0; sÞURð0; tÞ: ð7:97Þ

Substituting this result into Equation (7.96) we find:

kBðtÞl ¼ kBð0Þl� b

ðt
0
ds

ð
dGf0ðGÞJFeðsÞU�1

R ð0; sÞURð0; tÞBðGÞ: ð7:98Þ

Using the inverse theorem (7.74), and integrating by parts we find:

kBðtÞl ¼ kBð0Þl� b

ðt
0
ds

ð
dGFeðsÞBðtÞ expR

ðs
0
ds1iLðs1Þ� Jf0ðGÞ;

�
ð7:99Þ

where, after unrollingU�1
R ð0; sÞ, we attackBwithUR(0, t), givingB(t). As it stands, the

exponential in this equation has the right time ordering of a p-propagator, but the argu-
ment of the exponential contains an f-Liouvillean. We obviously have some choices
here. We choose to use Equation (7.87) to rewrite the exponential in terms of a p-pro-
pagator. This equation gives:

expR

ðs
0
ds1iLðs1Þ

� �
¼ expR

ðs
0
ds1Lðs1Þ

� �
URð0; sÞ; ð7:100Þ

where Lðs1Þ ¼ �3NaðGðs1Þ; s1Þ þ Oð1Þ, and aðGðs1Þ,s1Þ is the Gaussian isokinetic
multiplier required to maintain a fixed kinetic energy. Substituting these results into
Equation (7.99), using the fact that, iLðsÞH0ðGÞ ¼ �J ðGÞFeðsÞ � 3NkBTaðG,sÞ gives:

kBðtÞl ¼ kBð0Þl� b

ðt
0
ds1kBðtÞJ ðs1Þ exp b

ðs1
0
ds2J ðs2ÞFeðs2Þ

� �
lFeðs1Þ: ð7:101Þ

This equation is the fundamental result for time-dependent nonlinear response theory. It
must be remembered that all time evolution is governed by the field-dependent thermo-
statted equations of motion implicit in the Liouvillean, iL(t).
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We have described a consistent formalism for the nonlinear response of many-
body systems to time-dependent external perturbations. This theory reduces to
the standard results of linear response theory in the linear regime and can be
used to derive the Kawasaki form of the time-independent nonlinear response. It
also is easy to show that our results lead to the transient time-correlation function
expressions for the time-independent nonlinear case. It may be thought that we can
move freely between the various forms of nonlinear response theory, which each
have different time arguments for B and J. However for the time-dependent non-
linear case only our new form, Equation (7.101), seems to be valid. One can
develop a Kawasaki version of the nonlinear response to time-dependent fields,
but it is found that the resulting expression is not very useful. It, like the corre-
sponding transient correlation form, involves convolutions of incremental propaga-
tors, Liouvilleans, and phase variables which have no directly interpretable
meaning. None of the operators in the convolution chains commute with one
another and the resulting expressions are intractable and formal.
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8

Dynamical stability

8.1 Introduction

In the previous chapter we have developed a theory which can be applied to
calculate the nonlinear response of an arbitrary phase variable to an applied external
field. We have described several different representations for the N-particle, non-
equilibrium distribution function, f (Γ, t): the Kubo representation (Section 7.1),
which is only useful from a formal point of view; and two related representations,
the transient time-correlation function formalism (Section 7.3) and the Kawasaki
representation (Section 7.2), both of which can be applied to obtain useful
results. We now turn our interest towards thermodynamic properties, which are
not simple phase averages, but rather are functionals of the distribution function
itself. We will consider the entropy and free energy of nonequilibrium steady
states. At this point, it is useful to recall the connections between equilibrium statis-
tical mechanics, the thermodynamic entropy (Gibbs, 1902) and Boltzmann’s
famous H-theorem (Boltzmann, 1964). Gibbs pointed out that, at equilibrium,
the entropy of a classical N-particle system can be calculated from the relation:

SðtÞ ¼ �kB
ð
dGf ðGÞ ln f ðGÞ; ð8:1Þ

where f (Γ) is a time-independent equilibrium distribution function. Boltzmann cal-
culated the nonequilibrium entropy of gases in the low density limit, and showed
that for the single-particle distribution of velocities obtained from the irreversible
Boltzmann equation, the entropy of a gas at equilibrium is greater than that of
any nonequilibrium gas with the same number of particles, volume, and energy.
Furthermore he showed that the Boltzmann equation predicts a monotonic increase
in the entropy of an isolated gas as it relaxes towards equilibrium. These results are
the content of his H-theorem (Huang, 1963). They are in accord with our intuition
that the increase in entropy is the driving force behind the relaxation to equilibrium.
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One can use the reversible Liouville equation to calculate the change in the
entropy of a dense many-body system. Suppose we consider a Gaussian isokinetic
system subject to a time-independent external field Fe. We expect that the entropy
of a nonequilibrium steady state will be finite and less than that of the correspond-
ing equilibrium system with the same energy. From Equation (8.1) we see that:

_SðtÞ ¼ �kB
ð
dG½1þ ln f ðGÞ� @f

@t
: ð8:2Þ

Using successive integrations by parts, one finds, for an N-particle system in three
dimensions:

_SðtÞ ¼ �kB
ð
dGf _G � @

@G
½1þ ln f ðGÞ� ¼ �kB

ð
dG _G � @

@G
f ðGÞ

¼ kB

ð
dG f ðGÞ @

@G
� _G ¼ �3NkBkaðtÞl: ð8:3Þ

Now, for any nonequilibrium steady state, the average of the Gaussian multiplier α
is positive. The external field does work on the system which must be removed by
the thermostat. This means that the Liouville equation predicts that the Gibbs
entropy (Equation 8.1) diverges to negative infinity! After the decay of initial
transients (Equation 8.3) shows the rate of decrease of the entropy is constant.
This paradoxical result was derived by Evans (1985). If there is no thermostat,
the Liouville equation predicts that the Gibbs entropy of an arbitrary system, satis-
fying AIΓ and subject to an external dissipative field, is constant! This result was
known to Gibbs.

Gibbs went on to show that if one computes a coarse-grained entropy, by limit-
ing the resolution with which we compute the distribution function, then the coarse-
grained entropy based on Equation (8.1) obeys a generalized H-theorem. Gibbs
showed that the coarse-grained entropy cannot decrease. We shall return to the
question of coarse graining in Section 10.2.

The reason for the divergence in Equation (8.3) is not difficult to find. Consider a
small region of phase space, dΓ, at t¼ 0, when the field is turned on. If we follow the
phase trajectory of a point originally within dΓ, the local relative density of ensemble
points in phase space about Γ(t) can be calculated from the Liouville equation:

1

f ðtÞ
df ðtÞ
dt
¼ 3NaðtÞ: ð8:4Þ

If the external field is sufficiently large, we know that there will be some trajectories
along which the multiplier α(t) is positive for all time. For such trajectories,
Equation (8.4) predicts that the local density of the phase-space distribution function
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must diverge in time, towards positive infinity. The distribution function of a steady
state will be singular at long times. One way in which this could happenwould be for
the distribution function to evolve into a space of lower dimension than the ostensible
6-N dimensions of phase space. If the dimension of the phase space which is
accessible to nonequilibrium steady states is lower than the ostensible dimension,
the volume of accessible phase space (as computed from within the ostensible
phase space) will be zero. If this were so, the Gibbs entropy of the system (which
occupies zero volume in ostensible phase space) would be minus infinity.

At this stage these arguments are not at all rigorous. We have yet to define what
we mean by a continuous change in the dimension. In the following sections we
will show that a reduction in the dimension of accessible phase space is a universal
feature of nonequilibrium steady states. The phase-space trajectories are chaotic
and separate exponentially with time, and for nonequilibrium systems, the accessi-
ble steady-state phase space is a strange attractor whose dimension is less than that
of the initial equilibrium phasespace. Before we start a detailed analysis, it is
instructive to consider two generic problems from dynamical systems theory –

the quadratic map and the Lorenz model. The first is a discrete mapping and the
other is a flow in continuous time. This will introduce many of the concepts
needed later to quantitatively characterize nonequilibrium steady states.

8.2 Chaotic dynamical systems

It was long thought that the complex behavior of nonlinear systems of many
degrees of freedom was inherently different to that of simple mechanical
systems. It is now known that simple one-dimensional nonlinear systems can
indeed show very complex behavior and that this behavior is, in many senses,
typical of other chaotic systems. For example, the family of quadratic maps
fmðxÞ ¼ m xð1� xÞ demonstrates many of these features (see Devaney, 1986;
Schuster, 1988; Ott, 2002; Sprott, 2003). The connection between a discrete
mapping and the solution of a system of ordinary differential equations (a flow)
is clear when we realize that the numerical solution involves the construction of
an iterative mapping that approximates the flow. All numerical schemes, such as
Runge–Kutta, transform a set of ordinary differential equations into a discrete
map f where Γ(nΔ)¼ f nðGð0ÞÞ is the result of evolving the initial point Γ(0)
forward in time an amount t ¼ nΔ, where Δ is the time step. Here f nmeans n appli-
cations of the map f.

There is an important difference between difference equations and similar
differential equations (or flows), for example if we consider the differential equation:

dx

dt
¼ mxð1� xÞ, ð8:5Þ
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the solution can easily be obtained as:

xðtÞ ¼ x0 exp½mt�
1� x0 þ x0 exp½mt� ð8:6Þ

where x0 ¼ xðt ¼ 0Þ is the initial condition. The trajectory for this system is now
quite straightforward to understand. The solution of the quadratic-map difference
equation is a much more difficult problem, which is still not completely understood.

The quadratic map

The quadratic map is defined by the equation:

xnþ1 ¼ fmðxnÞ ¼ mxnð1� xnÞ: ð8:7Þ
If we iterate this mapping for m ¼ 4, starting with a random number in the interval
between zero and one, then we obtain dramatically different behavior depending
upon the initial value of x. Sometimes the values repeat; other times they do not;
and usually they wander aimlessly about in the range zero to one. Initial values of
xwhich are quite close together can have dramatically different iterates. This unpre-
dictability or sensitive dependence on initial conditions is a property familiar in
statistical-mechanical simulations of higher-dimensional systems. If we change
the map to xnþ1 ¼ 3:839xnð1� xnÞ, then a random initial value of x leads to a repeat-
ing cycle of three numbers (0.149888..., 0.489172..., 0.959299...). This mapping
includes a set of initial values which behave just as unpredictably as those in the
m ¼ 4 example, but due to round-off error we don’t see this randomness.

Before we look at the more complicated behavior, we consider some simpler
properties of the family of quadratic maps (Figure 8.1). We begin with some defi-
nitions; x1 is a fixed point of the map f if f ðx1Þ ¼ x1: x1 is a periodic point, of period
n, if f nðx1Þ ¼ x1, where f n represents n applications of the mapping f. Clearly a
fixed point is a periodic point of period one. The fixed point at x1 is stable if
j f 0ðx1Þj , 1. We consider the quadratic map fmðxÞ on the interval 0 , x , 1, as
a function of the parameter μ.

Region 0: 0 , m , 1

Here the map fμ(x) has only one fixed point x ¼ 0. f 0mð0Þ ¼ m , 1 so that in this
region the fixed point at x ¼ 0 is attracting or stable.

Region 1: 1 , m , 3

Here fμ(x) has two fixed points x ¼ 0 and xp ¼ (m − 1)
�
m. The fixed point x ¼ 0

is repelling or unstable while f 0mðxpÞ
���

��� ¼ 2� m
�� �� , 1, so that xp is an attracting or

stable fixed point.

Region 2: 3 , m , 1þ ffiffiffi
6
p
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µ = 2.0 µ = 2.9

µ = 3.3 µ = 3.5

µ = 3.561 µ = 3.83

Figure 8.1 The iterates of the quadratic map for particular values of the parameter
m. The horizontal axis is xn and the vertical axis is xnþ1. For m ¼ 2 and 2.9 there is
a single stable fixed point. For m¼ 3.3 there is a stable 2-cycle; form¼ 3.5 a stable
4-cycle and for m ¼ 3.561 a stable 8-cycle. The value m ¼ 3.83 is in the period 3
window
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In this region both fixed points of fm(x) are unstable, but the composite map fμ
2 has

fixed points. Two fixed points are the unstable fixed points of the
original map at x¼ 0 and xp. The new fixed points are solutions of
f 2m ðxÞ ¼ m2xð1� xÞ½1� mxð1� xÞ� ¼ x, given by x+ ¼ ðmþ 1Þ=2mf1+ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
m� 3=mþ 1
p g. These two fixed points of fμ

2 are points of period two in the
original map fμ(x), as xþ ¼ fmðx�Þ and x� ¼ fmðxþÞ (which we call a 2-cycle).
The derivative of j f 20m ðx+Þj ¼ j4þ 2m� m2j , 1 for 3 , m , 1þ ffiffiffi

6
p

so the
2-cycle is stable in this region. The fixed points of fμ

2 were found by solving the
equation m2xð1� xÞ½1� mxð1� xÞ� ¼ x, which is a fourth-order polynomial.
This has four solutions; the two fixed points x ¼ 0, xp and the two solutions x±.
The two solutions x+ and x− are real for m > 3 and complex conjugates for m < 3.

Region 3, 4, etc: 1þ ffiffiffi
6
p

, m , m1

Region 3 is the next window in the period-doubling cascade where the stable
2-cycle loses its stability through a pitchfork bifurcation and a stable 4-cycle
appears (Figure 8.2). Increasing m further, the 4-cycle loses stability and is replaced
by a stable 8-cycle. This process repeats with increasing m leading to the instability
of the 2n−1-cycle and the emergence of a stable 2n-cycle. Each transition is a pitch-
fork bifurcation. The parameter values mn, where the 2n-cycle becomes unstable
and is replaced by the 2nþ1-cycle, get closer and closer together, and in the limit

Figure 8.2 The iterates of the quadratic map as a function of the parameter m. The
horizontal axis is the parameter 1 � m � 4, and the vertical axis is the iterate
0 � xn � 1

214 Dynamical stability



as n! 1, mn approaches m1 ¼ 3:5699456 . . . for the quadratic map. Notice that
in region m, the order of the polynomial we need to solve to find the various fixed
points is 2m, and this leads to at least one m-cycle. The critical values mn, where the
2n-cycle loses its stability and a 2nþ1-cycle is created, obey a very famous scaling
relation discovered by Feigenbaum (1978):

lim
n!1

mn � mn�1
mnþ1 � mn

¼ d ; ð8:8Þ

where for unimodal maps with a quadratic maximum d ¼ 4.6692016091. . . Inter-
estingly, for a unimodal map with a quartic maximum the value changes to
d ¼ 7.28. . .

The Chaotic Region: m1 , m , 4

Here stable periodic and chaotic regions are densely interwoven. Chaos here is
characterized by sensitive dependence on the initial value x0. Close to every value
of m where there is chaos, there is a different value of m where there is a stable
periodic orbit, that is, the mapping displays sensitive dependence on the parameter
m (Figure 8.3). The windows of period three, five, and six are examples. From the

Figure 8.3 The iterates of the quadratic map as a function of the parameter m. This
is an expanded version of Figure 8.2 to include more detail in the chaotic region.
The horizontal axis is the parameter 3:5 , m , 4, and the vertical axis is
the iterate 0 � xn � 1. The windows of period three (at about m ¼ 3.83),
period 5 (at about m ¼ 3.74), and period 6 (at about 3.63) are clearly visible
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mathematical perspective, the sequence of cycles in a unimodal map is completely
determined by the Sarkovskii theorem (Sarkovskii, 1964). If f (x) has a point x
which leads to a cycle of period p, then it must have a point x0 which leads to a
q-cycle for every q←p where p and q are elements of the following sequence
(here we read ← as precedes):

1 2 4 8 16 32 . . . 2m . . .

. . . 2m:9 2m:7 2m:5 2m:3 . . .

..

.

. . . 22:9 22:7 22:5 22:3 . . .

. . . 21:9 21:7 21:5 21:3 . . .

. . . 9 7 5 3 . . .

ð8:9Þ

This theorem applies to values of x at a fixed parameter m, but says nothing about
the stability of the cycle or the range of parameter values for which it is observed.

Region 1� : m ¼ 4

Surprisingly for this special value of μ it is possible to solve the mapping exactly
(Kadanoff, 1983). Making the substitution xn ¼ 1

2ð1� cos 2punÞ:
xnþ1 ¼ 1

2ð1� cos 2punþ1Þ
¼ 4� 1

2 1� cos 2punð Þ 1� 1
2 1� cos 2punð Þ� �

¼ 1
2ð1� cos 4punÞ: ð8:10Þ

A solution is unþ1 ¼ 2un mod 1, or un ¼ 2nu0 mod 1. Since xn is related to
cosð2punÞ, adding an integer to θn leads to the same value of xn. Only the fractional
part of θn has significance. Writing θn in binary (base two) notation:

un ¼ 0:a1a2a3a4a5 � � � ¼
X1
i¼1

ai2
�i; ð8:11Þ

thus the mapping is simply a shift of the decimal point one place to the right and
removing the integer part of θn+1 (a Bernoulli shift). The equivalent mapping is:

f ð0:a1a2a3a4a5 � � �Þ ¼ 0:a2a3a4a5 � � � ð8:12Þ

It is easy to see that any finite precision approximation to the initial starting value θ0
consisting of N digits will lose all of its significant digits in N iterations.
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We can also discuss the evolution of a distribution of initial values under the
operation of a map x0 ¼ f ðxÞ. If the distribution consists of a delta function at x0,
then r0ðxÞ ¼ dðx� x0Þ. After one iteration of the map, the distribution dðx� x0Þ
evolves to r1ðxÞ ¼ dðx� f ðx0ÞÞ. This evolution can be written as:

dðx� f ðx0ÞÞ ¼
ð1
0
dyd x� f ð yÞð Þd ð y� x0Þ: ð8:13Þ

The evolution of an arbitrary density ρn(x) (perhaps constructed from the norma-
lized sum of infinitely many delta functions) in one step of the map, satisfies an
equation of the form:

rnþ1ðxÞ ¼
ð1
0
dyd x� f ð yÞð Þrnð yÞ: ð8:14Þ

To construct an invariant or steady-state distribution ρ(x) that is independent of the
number of iterations n, we can imagine iterating Equation (8.14) until r(x) satisfies:

rðxÞ ¼
ð1
0
dyd x� f ð yÞð Þrð yÞ ð8:15Þ

The solution to this equation is not unique as rðxÞ ¼ dðx� x�Þ, where x* is any
fixed point of the map, is always a solution. However, in general there is a phys-
ically relevant solution which typically corresponds to iterating Equation (8.14)
with an initially uniform distribution. This is called the natural measure. Note
that the set of fixed points is measure zero in the interval [0, 1] so the probability
of choosing to start from a fixed point x* is zero.

To define the natural measure we consider covering the space with a grid of
cubes and then looking at the fraction of time a typical orbit spends in that cube.
If these frequencies are the same for all initial conditions (except for a set of
Lebesgue measure zero, such as the periodic points) then the frequencies give
the natural measure for the grid of cubes. For a typical point x0, the natural
measure of the ith cube is:

mi ¼ lim
T!1

hðCi; x0; T Þ
T

; ð8:16Þ

where hðCi; x0; T Þ is the amount of time the orbit beginning at x0 spends in cube Ci

in the time interval 0 � t � T . In Figure 8.4 we show the natural measure for the
quadratic map at m ¼ 3.65. The natural measure contains a number of peaks which
we will see (in Section 8.3) are, in fact, fractional power law singularities of the
underlying probability distribution.

For the parameter value m ¼ 4, the quadratic map becomes unþ1 ¼ 2un mod 1,
and it is easy to see that the continuous loss of information about any finite

8.2 Chaotic dynamical systems 217



precision initial point means that the invariant measure is uniform on [0, 1] (that is
g(θ)¼ 1). From the change of variable x ¼ 1

2 1� cos 2puð Þ it is easy to see that x is a
function of θ, x ¼ q(θ) (but θ is not a function of x). If x1 ¼ qðu1Þ, then the number
of counts in the distribution function histogram bin centered at x1 with width dx1, is
equal to the number of counts in the bins centered at θ1 and 1 − θ1 with widths dθ1.
That is:

f ðx1Þ ¼ gðu1Þ þ gð1� u1Þ
jdx=duj : ð8:17Þ

It is then straightforward to show that the natural invariant measure as a function of
x is given by:

f ðxÞdx ¼ 1

p

dxffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xð1� xÞp : ð8:18Þ

This has inverse square-root singularities at x ¼ 0 and x ¼ 1. In Figure 8.5 we
present the invariant measure for the quadratic map at m ¼ 4. Note the two
square root singularities at x0 ¼ 0 and x0 ¼ 1.

Region ∞: m . 4

Here the maximum of fmðxÞ is greater than one so some of the interval [0, 1] is
mapped outside [0, 1]. Once the iterate leaves the interval [0, 1] it does not return.
Similarly, the map f 2m ðxÞ has two maxima, both of which are greater than one. If I is
the interval [0, 1], and A1 is the region of Imapped out of I by fm(x), A2 the region of

1.00.80.60.40.20.0
0.00

0.01

0.02

0.03

Quadratic map µ = 3.65

x

Prob(x)

Figure 8.4 The natural measure for the quadratic map at m ¼ 3.65
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I mapped out of I by f 2m ðxÞ, etc., then the trajectory wanders the interval defined by
I � A1 < A2 < . . .ð Þ. It can be shown that this set is a Cantor set.

In this example, a seemingly very simple iterative equation has very complex
behavior as a function of initial value x0 and parameter m. As m is increased, the
stable fixed point becomes unstable and is replaced by stable 2n-cycles
(for n ¼ 1; 2; 3; . . .), until chaotic behavior develops at m1>3.5699456... (about
3.5699456). For m1 . 3:5699456 . . . , the behavior of the quadratic map shows
sensitive dependence upon the parameter m, with an infinite number of islands of
periodic behavior immersed in a sea of chaos. This system is not atypical, and a
wide variety of nonlinear problems show similar behavior. We will now consider
a simple model for atmospheric dynamics which has had a dramatic impact in
the practical limitations of weather forecasting.

The Lorenz model

Consider two flat plates, separated by a liquid layer. The lower plate is heated
and the fluid is assumed to be two-dimensional and incompressible. In three-
dimensions this is termed a Rayleigh–Benard cell. A coupled set of nonlinear
field equations must be solved in order to determine the motion of the fluid
between the plates (the continuity equation, the Navier–Stokes equation, and the
energy equation). These equations are simplified by introducing the stream function
in place of the two velocity components. Saltzmann (1961) and Lorenz (1963)
proceed by making the field equations dimensionless and then representing the

1.00.80.60.40.20.0
0.00

0.01

0.02

0.03

0.04

Quadratic map µ = 4

x

Prob(x)

Figure 8.5 The distribution of iterates for the quadratic map at m ¼ 4. When
correctly normalized, this natural measure agrees well with Equation (8.15)
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dimensionless stream function and temperature by a spatial Fourier series (with
time-dependent coefficients). The resulting equations obtained by Lorenz are a
three-parameter family of ordinary differential equations which can have chaotic
solutions. The equations are:

_x
_y
_z

0
@

1
A ¼

�s ðx� yÞ
ðr � zÞx� y
xy� bz

0
@

1
A; ð8:19Þ

where σ, r and b are three real, positive parameters. The properties of the Lorenz
equations have been reviewed by Sparrow (1982) and below we summarize the
principle results.

Simple properties

(1) Symmetry: the Lorenz equations are symmetric with respect to the mapping (x, y, z)!
(−x, −y, z) .

(2) The z-axis is invariant. All trajectories which start on the z-axis remain there and move
toward the origin. All trajectories which rotate around the z-axis do so in a clockwise
direction (when viewed from above the z¼ 0 plane). This can be seen from the fact that
if x ¼ 0, then _x . 0 when y . 0, and _x , 0 when y , 0.

(3) Existence of a bounded attracting set of zero volume, that is the existence of an attrac-
tor. The divergence of the flow, is given by:

@_x

@x
þ @_y

@y
þ @_z

@z
¼ �ð1þ bþ sÞ: ð8:20Þ

The volume element V is contracted by the flow into a volume element
V exp½�ð1þ bþ sÞt� in time t. We can show that there is a bounded region E, such
that every trajectory eventually enters E and remains there forever. There are many
possible choices of Lyapunov function which defines the surface of the bounded
region E. One simple choice is V ¼ rx2 þ sy2 þ sðz� 2rÞ2. Differentiating with
respect to time and substituting the equations of motion gives:

dV

dt
¼ �2s rx2 þ y2 þ bz2 � 2brz

� �
: ð8:21Þ

Another choice of Lyapunov function is E ¼ r2x2 þ sy2 þ s z� rðr � 1Þð Þ2 for
b � r þ 1. This shows that there exists a bounded ellipsoid, and together with the nega-
tive divergence shows that there is a bounded set of zero volume within E, towards
which all trajectories tend.

(4) Fixed points: the Lorenz equations have three fixed points; one at the origin,
and the other two at C1 ¼ �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
bðr � 1Þp

;� ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
bðr � 1Þp

; r � 1
� �

and
C2 ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
bðr � 1Þp

;
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
bðr � 1Þp

; r � 1
� �

.
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(5) Eigenvalues for linearized flow about the origin are:

l1 ¼ �b

l2 ¼ �ðsþ 1Þ �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðsþ 1Þ2 � 4sð1� rÞ

p
2

l3 ¼ �ðsþ 1Þ þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðsþ 1Þ2 � 4sð1� rÞ

p
2

(8:22)

(6) Stability
0 , r , 1; the origin is stable.
r . 1; the origin is non-stable. Linearized flow about the origin has two negative and
one positive, real eigenvalues.
1 , r , 470

19 , C1 and C2 are stable. All three eigenvalues of the linearized flow about C1

and C2, have negative real part. For r .1:346ðs ¼ 10; b ¼ 8
3) there is a complex

conjugate pair of eigenvalues.
r . 470

19 C1 and C2 are non-stable. Linearized flow about C1 and C2 has one negative
real eigenvalue and a complex conjugate pair of eigenvalues with positive real part.

Again we have a nonlinear system which is well behaved for small values of the
parameter r, but for r . 470

19 chaotic behavior begins. Typical iterates of the Lorenz
model are shown in Figure 8.6.

8.3 The characterization of chaos

The experimental measurement of the onset and development of chaos in dissipa-
tive physical systems is often accompanied by some arbitrariness in the choice of

Lorenz model y

x

 =  16   r  =  40   b  =  4

x

z

σ

Figure 8.6 The iterates of the Lorenz model for a typical set of parameters which
leads to chaotic behavior. The iterates are the values obtained at the end of each
fourth order Runge-Kutta step
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the measured dynamical variable. Taking fluid systems as an example, one can
measure the fluid velocity, its temperature, heat flux etc. Rarely does one
measure more than one variable simultaneously. Moreover, one rarely knows
what is the correct, or complete, phase space in which the dissipative dynamics
take place. Thus the extraction of relevant information calls for measurement of
quantities that remain invariant under a smooth change of coordinates and which
can be used for a valid characterization of the dynamical system. There are two
classes of these invariants. The static ones, dependent primarily on the invariant
measure (the underlying distribution function for the attractor) and appear as the
dimension of the attractor (either capacity, information, or correlation) and as
other mass exponents, which have to do with various static correlation functions.
The dynamic ones depend on properties of trajectories and include various entro-
pies (topological, metric etc.), the Lyapunov exponents, and moments of the fluc-
tuations in the Lyapunov exponents. Here we present a short review of the theory of
these invariants and the interrelations between them.

Studies of simple dissipative systems have shown that if we begin with a Eucli-
dian space of initial phase positions, then as time passes, transients relax, some
modes may damp out, and the point in phase space that describes the state of the
system approaches an attractor. In this process, it is common for the number of
degrees of freedom to be reduced, and hence the dimension of the system is
lowered. This change in dimension is a continuous process and to describe such
systems we have to generalize the concept of dimension, (Farmer, 1982; Farmer
et al., 1983). We distinguish three intuitive notions of dimension: direction,
capacity, and measurement. These lead to the definitions of: topological dimension
(Hurewicz and Wallman, 1948); capacity dimension (Mandelbrot, 1983); and
information dimension (Balatoni and Renyi, 1956). As we will see the
capacity and information dimensions allow the dimension to be a continuous,
positive variable.

The capacity and information dimensions

The capacity dimension of an attractor can be defined by the following construc-
tion. Let bð1Þ be the minimum number of balls of diameter 1 needed to cover
the attractor. The capacity dimension is defined by the limit:

DF ¼ lim
1!0

ln bð1Þ
ln 1j j : ð8:23Þ

As the length scale 1 is reduced, the number of balls required to cover the attractor
increases. As bð1Þ is a positive integer, its logarithm is positive. The term ln 1 is
negative as soon as the length scale 1 is less than one (in the appropriate units);
the dimension is a positive real quantity.
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To obtain the information dimension we suppose an observer makes an isolated
measurement of the coarse-grained probability distribution function pi. Coarse
graining implies a length scale 1 for the observation, and an associated
number of cells N ð1Þ. The discrete entropy Sð1Þ as a function of the length scale
is given by:

Sð1Þ ¼ �
XN ð1Þ
i¼1

pi ln pi: ð8:24Þ

Notice that Sð1Þ is positive as for each i, �pi ln pi is positive. The information
dimension DI is then defined by:

DI ¼ lim
1!0

Sð1Þ
ln 1j j : ð8:25Þ

This dimension is a property of any distribution function as nothing in the definition
is specific to attractors, or to some underlying dynamics.

If all the N ð1Þ elements have the same probability, then Sð1Þ ¼ lnN ð1Þ. Further if
bð1Þ is a minimal covering, then a smaller covering can be formed by removing the
overlapping parts of circles so that ln bð1Þ � lnN ð1Þ ¼ Sð1Þ. It is then straight-
forward to see that the fractal dimension is an upper bound on the information dimen-
sion. (We will generalize this result later.) From a computational point of view, it is
easier to tabulate the steady-state distribution function and calculate DI, rather than
to attempt to identify the attractor and construct a covering to calculate DF.

Correlation dimension

The correlation dimension DC introduced by Grassberger and Procaccia (1983a;
1983b) is a scaling relation on the correlation function Cð1Þ:

Cð1Þ ¼ 1

N 2

X
i=j

u 1� Gi � Gj

�� ��� � ð8:26Þ

where θ(x) is the Heaviside step function. Cð1Þ is the correlation integral which
counts the number of pairs of points whose distance of separation Gi � Gj

�� �� is
less than 1. The correlation dimension is:

DC ¼ lim
1!0

lim
N!1

lnCð1Þ
ln 1j j : ð8:27Þ

It has been argued that the correlation dimension can be calculated numerically,
more easily and more reliably than either the capacity or information dimension.
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Generalized dimensions

In a series of papers (Grassberger, 1983; Hentschel, and Procaccia, 1983; Halsey
et al., 1986) have shown that the concept of dimension can be generalized
further. They introduce a generating function Dq which provides an infinite spec-
trum of dimensions depending upon the value of the parameter q. We will show
that all previous dimensions correspond to special values of q. We begin with a dis-
crete probability distribution pið1Þ on cells of length scale 1. Summing powers of
the pis over all cells, the generalized dimension Dq is obtained as:

Dq ¼ � lim
1!0

1

q� 1

1

ln 1j j ln
X
i

pqi

 !
: ð8:28Þ

There are formal similarities between the Dq and the free energy per particle Fb in
the thermodynamic limit:

Fb ¼ � lim
N!1

1

bN
ln

X
i

exp½�Ei�ð Þb
 !

; ð8:29Þ

where the Ei are the discrete energy levels, N is the number of particles, and
b ¼ ðkBT Þ�1 is the inverse temperature. The analogy is not a strict one, as the prob-
ability of state i is exp½�bEi� rather than simply exp½�Ei� as implied above. Also
the probabilities pi ) exp½�Ei� are not normalized. This is crucial as normalized
probabilities in Equation (8.29) give a zero free energy Fb.

It straightforward to see thatDq gives each of the previously defined dimensions.
For q ¼ 0, pqi ¼ 1 for all values of i, so that:

D0 ¼ lim
1!0

ln
PN ð1Þ
i¼1

1

	 


ln 1j j ¼ lim
1!0

lnN ð1Þ
ln 1j j : ð8:30Þ

This is the capacity or Hausdorff dimension defined in Equation (8.23).
For q ¼ 1 we use d’Hopitals rule to consider the limit:

lim
q!1

ln
P
i
pqi

	 


q� 1
¼ lim

q!1

d
dq ln

P
i
eq ln pi

	 


d
dq ðq� 1Þ ¼

X
i

pi ln pi ¼ �Sð1Þ: ð8:31Þ

Substituting this limit into the expression for Dq gives:

lim
q!1

Dq ¼ lim
1!0

Sð1Þ
ln 1j j ¼ D1: ð8:32Þ

This is simply the information dimension. For q ¼ 2 it is easy to show that the
generalized dimension is the correlation dimension.
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The generalized dimensionDq is a non-increasing function of q. To show this we
consider the generalized mean M(t) of the set of positive quantities fa1; . . . ; ang,
where pi is the probability of observing ai. The generalized mean is defined to be:

M ðtÞ ¼
Xn
i¼1

pia
t
i

 !1=t

: ð8:33Þ

This reduces to the familiar special cases;M(1) is the arithmetic mean and the limit
as t! 0 is the geometric mean. It is not difficult to show that if ai ¼ pið1Þ, where
the pið1Þ are a set of discrete probabilities calculated using a length scale of 1, then
the generalized dimension in Equation (8.28) is related to the generalized mean by:

Dq ¼ � lim
1!0

lnM ðq� 1Þ
ln 1j j : ð8:34Þ

Using a theorem concerning generalized means, namely if t < s, then M ðtÞ � M ðsÞ
(Hardy et al., 1934, p. 26), it follows that if s > t then Ds � Dt, thus Dq is a non-
increasing function of q.

The probability distribution on the attractor

If we consider the quadratic map for m ¼ 4, the distribution of the iterates shown in
Figure 8.5 is characterized by the two singularities at x¼ 0 and x¼ 1. For m¼ 3.65,
the distribution of iterates shown in Figure 8.4 has a small number of large peaks
which also appear to be singularities. It is common to find a probability distribution
on an attractor which consists of sets of singularities with differing fractional power-
law strengths. The size of these sets of singularities can be calculated from the gen-
eralized dimension Dq. To illustrate the connection between the generalized dimen-
sions Dq and the size of the singularity sets, we consider a one-dimensional system
whose underlying distribution function is:

rðxÞ ¼ 1
2 x
�1=2 for 0 � x � 1: ð8:35Þ

First note that, despite the fact that ρ(x) is singular, ρ(x) is integrable on the interval
0 � x � 1 and it is correctly normalized. The generalized dimension Dq requires
discrete probabilities, so we divide the interval into bins of length 1� ½0; 1Þ is
bin 0; ½1; 21Þ is bin 1, etc. The probability of bin 0 is given by:

p0 ¼
ð1
0
dx 1

2x
�1=2 ¼ 11=2; ð8:36Þ

and, in general, the probability of bin i is given by:

pi ¼
ðxiþ1
xi

dx12x
�1=2 ¼ ðxi þ 1Þ1=2 � x1=2i ; ð8:37Þ
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where xi ¼ i1. As ðxi þ 1Þ1=2 is analytic for i = 0, we can expand this term to
obtain:

pi ¼ 1

2
x�1=2i 1þ Oð12Þ ¼ rðxiÞ1þ Oð12Þ: ð8:38Þ

So for i ¼ 0 the probability scales with the bin size as pi � 11=2, but for nonzero
values of i, pi � 1. To construct Dq we need to calculate:

X
i¼0

pqi ¼ pq0 þ
X
i=0

pqi ¼ 1q=2 þ 1q�1
X
i=0

rðxiÞq1; ð8:39Þ

For small 1 we can replace the last sum in this equation by an integral:

X
i=0

1rðxiÞq ffi
ð1
1

dxrðxÞq ¼
ð1
1

dx
1

2
x�1=2

	 
q

¼ 1� 11�q=2
� �
2q 1� q

2

� �

¼ a 1� 11�q=2
� � ð8:40Þ

where a ¼ ð12Þq=ð1� q
2Þ. Combining this result with that for i ¼ 0 we obtain:

X
i¼0

pqi ¼ 1q=2 þ 1q�1a 1� 11�q=2
� � ¼ ð1� aÞ1q=2 þ a1q�1: ð8:41Þ

The distribution function ρ(x) in Equation (8.35) gives rise to singularities in the
discrete probabilities pi. If the discrete probabilities scale with exponent ai, so
that pi � 1aiq and:

pqi � 1aiq; ð8:42Þ
then ai can take on a range of values corresponding to different regions of the under-
lying probability distribution. In particular, if the system is divided into pieces of
size 1, then the number of times ai takes on a value between a0 and a0 þ da0 will
be of the form:

da0rða0Þ1�f ða0Þ; ð8:43Þ
where f ða0Þ is a continuous function. The exponent f ða0Þ reflects the differing
dimensions of the sets whose singularity strength is a0. Thus fractal probability dis-
tributions can be modeled by interwoven sets of singularities of strength, a each
characterized by its own dimension f ðaÞ.

In order to determine the function f ðaÞ for a given distribution function, we must
relate it to observable properties, in particular we relate f ðaÞ to the generalized
dimension Dq. As q is varied, subsets associated with different scaling indices
become dominant. Using Equation (8.43), we obtain:

X
i

pqi ¼
X
i

1aiq ¼
ð
da0rða0Þ1�f ða0Þ1a0q: ð8:44Þ
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Since 1 is very small, the integral will be dominated by the value of a0 which makes
the exponent qa0 � f ða0Þ smallest, provided that rða0Þ is nonzero. The condition for
an extremum is:

d

da0
qa0 � f ða0Þð Þ ¼ 0 and

d2

da02
qa0 � f ða0Þð Þ . 0: ð8:45Þ

If aðqÞ is the value of a0 which minimizes qa0 � f ða0Þ then f 0ðaðqÞÞ ¼ q and
f 00ðaðqÞÞ , 0. If we approximate the integral in Equation (8.44) by its maximum
value, and substitute this into Equation (8.28) then:

Dq ¼ 1

q� 1
qaðqÞ � f ðaðqÞÞð Þ; ð8:46Þ

so that:

f ðaÞ ¼ qaðqÞ � ðq� 1ÞDq: ð8:47Þ

Thus if we know f ðaÞ and the spectrum of a0 values we can find Dq. Alternatively,
given Dq we can find a(q), since f 0ðaÞ ¼ q implies that:

aðqÞ ¼ d

dq
ðq� 1ÞDq

� �
: ð8:48Þ

and knowing a (q), f (a(q)) can be obtained.
To calculate the generalized dimension Dq, we need to determine which of the

two terms in Equation (8.41) dominate in the limit as 1! 0. First notice that
if q� 1 . q=2 then a1q�1 dominates, whereas if q� 1 , q=2 then ð1� aÞ1q=2
dominates. In the first case, q� 1 . q=2) q . 2 so:

Dq ¼ lim
1!0

1

ln 1

1

q� 1
ln ð1� aÞ1q=2� � ¼ q

2ðq� 1Þ : (8:49)

The other case is when q� 1 , q=2) q , 2, and:

Dq ¼ lim
1!0

1

ln 1

1

q� 1
ln b1q�1
� � ¼ 1: (8:50)

This is the analytic form for the generalized dimensionDq. From this the singularity
spectrum f(a) can also be obtained analytically as:

aðqÞ ¼ d

dq
½ðq� 1ÞDq� ¼

d
dq

q
2

h i
¼ 1

2
q . 2

d
dq ½q� 1� ¼ 1 q , 2

8><
>: (8:51)
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and:

f ðaÞ ¼ qaðqÞ � ðq� 1ÞDq ¼ 0 q . 2
1 q , 2

�
: ð8:52Þ

The graph of f(a) versus a contains just two points: 1
2 ; 0
� �

and (1, 1), a set of
measure zero that scales as 11=2 and a set of measure one that scales as 11. It is
also possible to invert this procedure, so that if f ðaÞ is known we can obtain the
generalized dimension Dq. For example, if f ðaÞ consists of a single point: ð3; 3Þ,
then using Equation (8.47) implies Dq ¼ 3 for all values of q.

Further generalizations of this approach are possible and Grassberger and
Procaccia (Grassberger, 1983; Grassberger and Procaccia, 1983a, 1983b;
Procaccia, 1985) and Eckmann and Procaccia (1986) have shown that how to
define a range of scaling indices for the dynamical properties of chaotic systems
and develop Legendre transforms (Jensen et al., 1987).

Lyapunov exponents

In Section 3.4 we introduced the concept of the Lyapunov exponent as a quantitat-
ive measure of the dynamical instability of a system. Here we develop these ideas
further, but first we briefly review the methods which can be used to calculate the
Lyapunov exponents. The standard method of calculating Lyapunov exponents for
dynamical systems is due to Benettin et al. (1976; 1978; 1980a; 1980b) and
Shimada and Nagashima (1979). They linearize the equations of motion and
study the time evolution of a set of orthogonal vectors. To avoid problems with
rapidly growing vector lengths they periodically renormalize the vectors using a
Gram–Schmidt procedure. This allows one vector to follow the fastest growing
direction in phase space, and the second to follow the next fastest direction,
while remaining orthogonal to the first vector, etc. The Lyapunov exponents are
given by the average rates of growth of each of the vectors.

A variant of this method of calculating Lyapunov exponents developed by
Hoover, Posch, and Morriss (Hoover and Posch, 1985, 1987; Morriss, 1988)
uses Gauss’ principle of least constraint to fix the length of each tangent vector,
and to maintain the orthogonality of the set of tangent vectors. The two methods
differ in the detail of the constraint forces. In Chapter 6 we used Gauss’ principle
to change from one ensemble to another (from Thévenin to Norton ensembles) and
this application of Gauss’ principle exactly parallels that application. In the
Benettin method, one monitors the divergence of a pair of trajectories, with periodic
rescaling. In the Gaussian scheme we monitor the force required to keep two
trajectories a fixed distance apart.
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Lyapunov dimension

The rate of exponential growth of a vector dxðtÞ is given by the largest Lyapunov
exponent. The rate of growth of a surface element dsðtÞ ¼ dx1ðtÞ ^ dx2ðtÞ is given
by the sum of the two largest Lyapunov exponents. (Here ^ signifies the wedge
product.) In general, the exponential rate of growth of a k-volume element is deter-
mined by the sum of the largest k Lyapunov exponents l1 + � � �+lk. This sum may
be positive, implying growth of the k-volume element, or negative implying shrink-
age of the k-volume element. The number of Lyapunov exponents is equal the
number of independent phase space directions. All of the previous characterizations
of chaos that we have considered have led to a single scalar measure of the dimen-
sion of the attractor. From a knowledge of the complete spectrum of Lyapunov
exponents, Kaplan and Yorke (1979) have conjectured that the effective dimension
of an attractor is given by that value of k for which the k-volume element neither
grows nor decays. This requires some generalization of the idea of a k-dimensional
volume element, as the result is almost always noninteger. The Kaplan and Yorke
conjecture is that the Lyapunov dimension can be calculated from:

DKY
L ¼ nþ

Pn
i¼1 li
lnþ1
�� �� ð8:53Þ

where n is the largest integer for which
Pn

i¼1 li . 0.
Essentially, the Kaplan–Yorke conjecture corresponds to plotting the sum of

Lyapunov exponents
Pn

i¼1 li versus n, and the dimension is estimated by
finding where the curve intercepts the n-axis by linear interpolation (Figure 8.7).

When the phase-space dimensional contraction is less than one, there is an exact
limiting relationship between the Kaplan–York dimension and the linear transport
coefficient L defined by Equation (6.20) (Evans et al., 2000). This can be solved for
L giving an exact expression for the linear transport coefficient andDKY . This is like
a Green–Kubo relation for linear transport coefficients:

DKY ðFeÞ
2dN � f

¼ 1� LF2
e

lmax2drkT
þ O F4

e

� �
(8:54)

where d is the spatial dimension, f is number of constants of the motion, and the
approximation lminj j � lmax has been used.

There is a second postulated relation between Lyapunov exponents and dimen-
sion due to Mori (1980):

DM
L ¼ m0 þ mþ 1þ lþ

�� ��
l�j j

	 

; ð8:55Þ
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where m0 and m+ are the number of zero and positive exponents, respectively, and
l+ is the mean value of the positive or negative exponents (depending upon the
superscript). Farmer (1982) gives a modified form of the Mori dimension which
is found to give integer dimensions for systems of an infinite number of degrees
of freedom.

8.4 Chaos in planar Couette flow

We have seen in Section 8.2 that in apparently simple dynamical systems, such as
the quadratic map and the Lorenz model, a single trajectory or sequence of iterates
can have quite unusual behavior. In Section 8.3 we introduced a number of tech-
niques to characterize the dynamical behavior of a system with a strange attractor.
Here we will apply those techniques to the SLLOD algorithm for planar Couette
flow introduced in Section 6.3. The first difficulty is that to determine the dimen-
sion of the attractor, the dimension of the initial phase space must be small
enough to make the numerical calculations feasible. To calculate the static dimen-
sions Dq we need to calculate the discrete probability distribution function in phase
space. We do this by dividing phase space into boxes of size 1. The number of
boxes needed varies as 1�6N , for a 6N dimensional phase space. Such calculations
quickly become impractical as the phase-space dimension increases. A typical
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Figure 8.7 The sum of the largest n exponents, plotted as a function of n, for three-
dimensional eight-particle Couette flow at three different shear rates
g ¼ 0; 1; and 2. The Kaplan-Yorke dimension is the n-axis intercept
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statistical mechanical system has a phase space of 2dN dimensions (where d is the
spatial dimension, typically 2 or 3) so clearly N must be small, but also N must be
large enough to give nontrivial behavior. Surprisingly enough, both of these con-
siderations can be satisfied with d ¼ 2 and N ≥ 2 (Ladd and Hoover, 1985;
Morriss, 1985; 1987).

The SLLOD equations of motion for Gaussian isokinetic planar Couette flow are
(Equation 6.39):

_qi ¼
pi
m
þx̂gyi;

_pi ¼ Fi �x̂gpyi � api;
ð8:56Þ

and the thermostatting multiplier is given by Equation (6.40):

a ¼
P

Fi � pi � gpxipyi
� �

P
p2i

ð8:57Þ

where γ is the shear rate. The dissipative flux is the shear stress�PxyðGÞV , given by:

Pxy Gð ÞV ¼
XN
i¼1

pxipyi
m
þ yiFxi

� �
: ð8:58Þ

The shear-rate-dependent viscosity η(γ) is related to the shear stress in the usual
way hðgÞg ¼ �kPxyl.

For two-dimensional, two-body, planar Couette flow, the phase space has eight
degrees of freedom – x1; y1; x2; y2; px1; py1; px2; py2

� �
. Using sliding-brick periodic

boundary conditions with an origin where
P

i pi ¼ 0 and
P

i yi ¼ 0, the centre of
mass and total momentum are conserved. As the total kinetic energy is fixed,
the accessible phase space is three-dimensional, and we choose the separation of
the two particles x12; y12ð Þ and the direction of the momentum of particle one
px1; py1
� �

with respect to the x-axis, u. For N . 2 the phase space reduces from
4N degrees of freedom to 4N � 5. The sliding-brick periodic boundary conditions
induce an explicit time dependence in the equations of motion (they become non-
autonomous). As the position of image of particle j0 is an explicit function of
time, then the force Fij0 on particle i is also an explicit function of time. The
non-autonomous equations of motion do not have a zero Lyapunov exponent.
However, the 4N � 5 equations can be transformed into 4N � 4 autonomous
equations by the introduction of an extra. In this form there is a zero Lyapunov
exponent (see Haken, 1983). The results reported below are for the 4N � 5
nonautonomous equations of motion so there is no zero Lyapunov exponent.
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Information dimension

Thefirst evidence for the existence of a strange attractor in the phase space of the two-
dimensional, two-body planar Couette flow systemwas obtained byMorriss (1987).
He calculated the information dimension numerically for two-body planar Couette
flow as a function of the shear rate, and found that it dropped steadily, from three,
towards a value near two, before dropping dramatically at some critical value of
the shear rate to approach one. These results are for aWCApotential at a temperature
T ¼ 1 and a density ρ ¼ 0.4. The sudden change in dimension, from a little greater
than two to near one, is associated with the onset of the string-phase for this system
(see Section 6.4). As we have seen, the string phase is an artifact of the definition of
the temperature with respect to an assumed streaming velocity profile, so it is likely
that this decrease in dimensionality is a pathology of the model system, and not
associated with the attractor which is found at intermediate shear rates.

Generalized dimensions

Morriss (1989b) has calculated the generalized dimension Dq and the spectrum
of singularities f ðaÞ for the steady-state phase-space distribution function of
two-dimensional two-body planar Couette flow (the same system used for the
information-dimension calculations). The maximum resolution of the distribution
function was 3 × 26 bins in each of the three degrees of freedom. The results
showed that, at equilibrium, the discrete probabilities pið1Þ scale with the dimension
of the phase space, but away from equilibrium the pið1Þ scale with a range of
indices, extending from the full phase-space dimension to a lower limit which is
controlled by the value of the shear rate γ.

The results (Morriss and Kruss, unpublished) near γ ¼ 0 depend significantly on
the grid size. At higher values of γ (say γ ¼ 1) the values of f(α) above the shoulder
in Figure 8.8, are insensitive to grid size. However, the position of the shoulder
does change. In the limit q! 1, the value of Dq and hence αmin for which
f ðaÞ ! 0, is controlled by the scaling of the most probable pi in the histogram
pmax. It is easy to identify pmax and determine its scaling as an independent
check on the value of αmin. Just as large positive values of q weight the most prob-
able pi most strongly, large negative values of q weight the least probable pi most
strongly. The least probable pi corresponds to a bin with only one count (so
pmin ¼ 1=N ), so its accuracy is poor and the calculation of Dq for q � 0:5 is
typically unreliable, and the estimate of the capacity dimension D0 is also poor.

From Figure 8.8, the value of f(a) is the measure of the set of points on the
attractor which scale as 1a in the discrete distribution function pi

� 

. This implies

singularities of the form
��G� G0

��a�3 in the underlying (continuous) phase-space
distribution function f(Γ, γ). At equilibrium, most pis scale as 13, with a very
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narrow spread of lower α values. Away from equilibrium the dimension of the set of
pis which scale as 13 drops with increasing γ, and the distribution of values of α
increases downwards with the lower limit αmin depending upon γ. This distribution
is monotonic with the appearance of a shoulder at some intermediate value of α.

From the full phase-space distribution function we can investigate the behavior
of the various reduced distributions, for example we may consider the coordinate
space distribution function f2(r, φ), or the distribution of the momentum angle θ.
Each of these reduced distributions is obtained by integrating over the redundant
coordinates or momenta. Perhaps the most interesting of these reduced distribution
functions is the coordinate space distribution f2ðx12; y12Þ, shown in Figure 8.9.

Lyapunov exponents

The complete set of Lyapunov exponents for two-dimensional isokinetic planar
Couette flow have been calculated for two, four- and eight-particle systems by
Morriss (1988; 1989a). For the two-particle system, values of the dimension
have been calculated using both the Mori and Kaplan–Yorke conjectures
(Equations (8.53) and (8.54)) along with the generalized dimension. Table 8.1
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Figure 8.8 The spectrum of phase-space singularities for two-dimensional two-
particle planar Couette flow at T ¼ 1 and ρ ¼ 0.4 as a function of shear rate γ.
The function f(a) is the dimension of the set of points on the attractor that scale
with exponent α
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Figure 8.9 The coordinate space distribution function for the relative position
coordinate ðx12; y12Þ for γ ¼ 1.25, ρ ¼ 0.4 and e ¼ 0.25. The centre of the plot
is the excluded region. The grey scale is black for few counts and increasingly
white for the more probable regions. Notice that there is a preference for collisions
to occur in the top right-hand side and lower left-hand side, and fewer collisions
near x12 ¼ 0

Table 8.1 Lyapunov exponents for two-body, two-dimensional isokinetic Couette flow and
various estimates of the dimension calculated from them

g l1 λ2 λ3 DL
KY DL

M D0 D1 D2

0 2.047(2) 0.002(2) −2.043(2) 3.003 3.00 2.90 2.98 2.98
0.25 2.063(3) −0.046(2) −2.1192(3) 2.952 2.90 2.91 2.98 2.98
0.5 1.995(3) −0.187(4) −2.242(3) 2.81 2.64 2.91 2.97 2.95
0.75 1.922(4) −0.388(3) −2.442(3) 2.62 2.36
1.0 1.849(5) −0.63(1) −2.74(1) 2.445 2.10 2.89 2.90 2.67
1.25 1.807(4) −0.873(5) −3.17(1) 2.295 1.89
1.5 1.800(5) −1.121(2) −4.12(5) 2.14 1.68 2.87 2.75 2.29
1.75 1.733(4) −1.424(3) −5.63(6) 2.058 1.49
2.0 1.649(9) −1.54(1) −7.36(8) 2.015 1.37 2.80 2.65 2.20
2.25 1.575(3) −1.60(1) −9.25(9) 1.981 1.29
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contains a comparison of these the results. For both the Kaplan–Yorke and Mori
dimensions, the Lyapunov dimension is found to be a decreasing function of the
shear rate. This is consistent with the contraction of phase-space dimension that
we have already seen from the numerical evaluated static dimensions Dq. It con-
firms that the nonequilibrium distribution function is a fractal attractor whose
dimension is less than that of the equilibrium phase-space. At γ ¼ 0, both
methods of calculating the Lyapunov dimension agree. However, as soon as the
shear rate changes from zero, differences appear. In the Kaplan–Yorke formula
(Equation 8.53), the value of n is 2 from γ ¼ 0, until the magnitude of l2
exceeds that of l1 (somewhere between γ ¼ 2 and 2.25). This means that
2 , DKY

L , 3 in this range. For γ > 2, 1 , DKY
L , 2 as long as l1 remains positive.

The value of l3 is irrelevant as soon as
��l2�� . l1. Then, as l1 becomes negative,

the dimension is equal to zero. The Kaplan-Yorke formula can never give fractional
values between zero and one. In the Mori formula the value of l3 always contrib-
utes to the dimension, and its large negative value tends to dominate the denomi-
nator, reducing DM

L . The transition from DM
L .2 to DM

L ,2 is somewhere between
γ ¼ 1 and 1.25. Indeed, the Mori dimension is systematically less than the Kaplan–
Yorke dimension.

Of the two routes to the Lyapunov dimension, the Kaplan–Yorke method
agrees best with the information-dimension results of Table 8.1, whereas the
Mori method does not. In particular, the Kaplan–Yorke method and the information
dimension both give a change from values greater than two, to values less than two
at about γ ¼ 2.25. There are a number of points to note about these numerical
calculations. It can be shown that D1 is a lower bound for D0, however, the numeri-
cal results for D0 and D1 are inconsistent with this as D0 < D1. We have already
remarked that the results for Dq are poor when q < 0.5. It has been argued
that the capacity (Hausdorff ) dimension and Kaplan–Yorke Lyapunov
dimension should yield the same result, at least for homogeneous attractors.
In this work, we find that DKY

L is significantly lower than D1 for all values of
the shear rate. From a practical point of view, it is much easier to calculate the
Lyapunov exponents of systems with many particles, than it is to extend the
box-counting algorithms required for the information or generalized dimensions.
There is now a large collection of numerical calculations of the full Lyapunov spec-
trum for many-particle planar Couette flow systems in both two and three
dimensions.

Numerical conjugate pairing

In Figure 8.10 we show the Lyapunov spectra for an eight-particle system at r¼ 0.4
for a range of values of the shear rate (Morriss, 1989a; 2002). At equilibrium
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(γ ¼ 0) one exponent is zero, while the others occur in conjugate pairs l�i; lif g,
where l�i ¼ �li. Physically this symmetry is a consequence of the time reversi-
bility of the equations of motion and the conservation of phase-space volume
from the Liouville theorem. As the external field is increased systematic changes
occur in the Lyapunov spectrum. The positive branch decreases in magnitude,
with the smallest positive exponent decreasing most. The largest positive exponent
seems almost independent of the external field. We expect that the strongest trajec-
tory separation depends on the curvature of the particles (the higher the curvature
the more defocusing is each collision), and upon the collision frequency (and
hence the density). For this reason the insensitivity of the largest exponent is
expected. The zero exponent (at γ ¼ 0) becomes more negative with increasing
field, as does the whole negative branch of the Lyapunov spectrum. The change in
the negative branch is larger than the change in the positive branch. However, the
change in the sum of each pair of conjugate exponents is the same, that is
li þ l�i ¼ c, where c is a constant independent of i and related directly to the dis-
sipation. The change in the unpaired exponent is shear-rate dependent. This result has
been called the conjugate pairing rule for Lyapunov exponents (Evans and Morriss,
1990b) and in the next section we will prove it for a particular class of systems.
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Figure 8.10 The Lyapunov spectrum for an eight-particle two-dimensional Couette
flow system using the SLLOD algorithm at T ¼ 1 and r ¼ 0.4. The Lyapunov
spectra shifts downwards with increasing shear rate with the largest exponent
shifting least. The sum of the exponents is zero at equilibrium and becomes
more negative with increasing strain
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In Figure 8.11 we show the sum of each conjugate pair of exponents for this
system. In summary, the results confirm the dimensional contraction observed pre-
viously in two-body, two-dimensional planar Couette flow simulations. The initial
phase-space dimension of D ¼ 2dN − 2d − 1, contracts with increasing shear rate,
and the distribution function is only nonzero on a fractal attractor of dimension less
than 2dN − 2d − 1. Although the results for these systems differ in detail from the
generalized-dimension results, the observation of significant dimensional contrac-
tion is universal.

If we consider the volume element V2dN where 2dN is the phase space dimension
of the initial system (d is the spatial dimension and N is the number of particles),
then the phase-space compression factor gives the rate of change of phase-space
volume (see Equation 3.89), so that the average of the divergence is equal to the
sum of the Lyapunov exponents. A careful calculation of the divergence for the
SLLOD algorithm, taking into account, the precise number of degrees of
freedom gives:

X2dN�2d�1

i¼1
li ¼ � dN�d�1ð Þkalþ g kPK

xylV
dN�d�1ð ÞkT ; ð8:59Þ

where kPK
xyl is the kinetic contribution to the shear stress. The term involving kPK

xyl
is order one, whereas the first term is order N, so for many particle systems the
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Figure 8.11 The sum of conjugate pairs of Lyapunov exponents for two-
dimensional eight-particle planar Couette flow at T ¼ 1 and ρ ¼ 0.4. The sum
of each pair is the same within error bars supporting the conjugate-pairing rule.
The shift in the unpaired exponent #13 is different to the shift in a conjugate pair
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second term can be ignored. For systems where N ¼ 8 both terms need to be con-
sidered and this provides a valuable consistency check on the accuracy of the
numerical calculations.

We have now identified two effects associated with the phase-space distribution
functions of nonequilibrium systems: the first is dimensional contraction; and the
second is a range of sets of fractional power law singularities. The two results
are consistent in the sense that, as the distribution function is normalized, the
loss of probability due to dimensional contraction is compensated for by the
appearance of singularities in the distribution function. Equation (8.4) implies
that as a comoving phase-space volume element contains a fixed number of trajec-
tories, the local density in phase space increases indefinitely, because the Lagran-
gian volume is constantly decreasing (the sum of the Lyapunov exponents is
negative). Since the contraction of the accessible phase space is continuous,
there seems no possibility of generating a steady-state distribution function.
However, in the mathematical physics literature these types of singular measures
have been studied and are termed Sinai–Ruelle–Bowen (SRB) measures. In
Section 8.6 we will examine a series of approximate methods for calculating
averages using SRB measures.

8.5 Conjugate pairing of Lyapunov exponents

It is possible to prove the conjugate pairing rule exactly (Dettmann and Morriss,
1996b) for a system with an isokinetic thermostat and forces derivable from a
potential Φ for all values of N. There is an important difference between the
present result and past statements of the conjugate-pairing rule (Evans et al.,
1990). Here we explicitly single out two trivial exponents (equal to zero), which
do not pair. These are associated with conservation of kinetic energy and time trans-
lation symmetry. These exponents sum to zero so should not be included with the
other pairs, which sum to a different constant. Excluding these directions, we define
the time evolution in a reduced (6N − 2)-dimensional space, in which the pairing is
exact.

The isokinetic equations of motion in an external field Fext, where the force is the
sum of internal and external parts F ¼ Fint + Fext ¼ −=Φ (Fint is the internal inter-
particle forces) takes the form:

q_ ¼ p;

p_ ¼ �=F�ap ¼ F�ap;

a ¼ � p � =F
p � p ;

ð8:60Þ
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where we have transformed the variables to remove the mass. Here
q ; ðq1; . . . ; qN Þ and p ; ðp1; . . . ; pN Þ are 3N-dimensional vectors and Φ is a
scalar potential that generates the total force F (also a 3N-dimensional vector).

There are two time-dependent matrices which can be used to describe the evol-
ution of a linear perturbation dΓ in tangent space, and they both depend on the
initial phase-space point Γ. These are the infinitesimal and finite evolution matrices,
T and L, respectively introduced in Section 7.7, defined by:

d _GðtÞ ¼ T ðtÞdGðtÞ and dGðtÞ ¼ LðtÞdGð0Þ: ð8:61Þ

The matrix T is usually obtained by differentiating the equations of motion,
however, we will evaluate it in a restricted subspace of the tangent space, which
is slightly more complicated. L can be obtained from T as the solution of
_LðtÞ ¼ T ðtÞLðtÞ with the initial condition L(0) ¼ I. The Lyapunov exponents are
defined as the logarithms of the eigenvalues of the matrix L (Eckmann and
Ruelle, 1985), where:

L ¼ lim
t!1 LT ðtÞLðtÞ� �1=2t

: ð8:62Þ

We introduce a set of comoving basis vectors, which span the tangent space con-
taining dΓ, and rotate with the motion of the trajectory so as to remain perpendicu-
lar to the direction of increasing kinetic energy (Fermi–Walker transport [Misner
et al., 1970]). This means that the finite time eigenvalues may be different to
those obtained with fixed basis vectors, but in the long time limit the results are
the same. We introduce 6N − 2 orthonormal basis vectors, none of which are
exactly along the flow, and demand that a perturbation dΓ be in the space
spanned by these vectors. This effectively means that we are taking a Poincaré
section, and considering the perturbed point to be the one at which the perturbed
trajectory intersects with the (6N− 2)-dimensional space spanned by the vectors.
In general, the time elapsed along the perturbed trajectory t0, runs at an infinitesi-
mally different rate to t. We scale the time so that p � p ¼ 1, and choose e0 ¼ p
as one of the unit vectors. At some initial time, arbitrarily choose 3N − 1 unit
vectors ei, which, together with e0, form an orthonormal set in 3N-space. This
set of vectors is used in both position and momentum space to form the required
basis. The separation of phase space into position and momentum space, while
retaining the symplectic structure is what makes this proof possible in the isokinetic
case. The perturbations are taken from the (6N − 2)-dimensional subspace defined
by the two sets of ei. This ensures that there are no perturbations in the direction of
increasing kinetic energy and none directly along the flow (which contains
a component of e0 in position space). Now, the equations of motion in
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6N-dimensional space may be written as:

dq
dt
¼ p

dp
dt
¼ _e0 ¼

X3N�1
i¼1

f � eiei; ð8:63Þ

where f ¼ �=F. If we choose the unit vectors to have equations of motion
e_i ¼ �f � eie0 (see Figure 8.12), then the basis remains orthonormal as the time
derivatives of em � en are zero for all m; n [ f0; 3N�1g. The perturbed trajectory
ðq0; p0Þ is given by:

q0 ¼ qþ
X3N�1
i¼1

dqiei;

p0 ¼ pþ
X3N�1
i¼1

dpiei;

ð8:64Þ

with equations of motion:

dq0

dt0
¼ p0;

dp0

dt0
¼
X3N�1
i¼1

f 0 � e0i e0i:
ð8:65Þ

Here, f 0 is the value of f at the perturbed coordinates:

f 0 ¼ f þ
X3N�1
i¼1

dqi=if; ð8:66Þ

and the e0i are new (arbitrary) unit vectors perpendicular to p0. We choose the trans-
ported orthonormal set e0i as in Figure 8.12. Then:

e00 ¼ p0; e0i ¼ ei � dpie0: ð8:67Þ

Taking the first equation in (8.65) and substituting for q0 and p0 using (8.64) gives:

dq0

dt0
¼ dt

dt0
dq
dt
þ
X
ðd_qiei þ dq_ieiÞ

	 

¼ p0 ¼ pþ

X3N�1
i¼1

dpiei: (8:68)

Here we have used the chain rule to change from derivatives with respect to t0, to
derivatives with respect to t. From Equation (8.64) and Figure 8.11, e0 ¼ p and
e_i ¼ �f � eie0, so this equation can be written as:

dt

dt0
e0 þ

X
ðd_qiei � dqif � eie0Þ

� �
¼ e0 þ

X3N�1
i¼1

dpiei; (8:69)
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or equivalently:

X3N�1
i¼1

dt

dt0
d_qi � dpi

	 

ei ¼ e0 1� 1�

X
i

dqif � ei
 !

dt

dt0

( )
: (8:70)

As the basis vector e0 is orthogonal to all the other basis vectors ei, both sides of
this equation must be zero. This is satisfied only if the coefficients of ei and e0
are both equal to zero. Thus the right-hand side implies that to first order in the
perturbation d:

dt

dt0
¼ 1þ

X3N�1
i¼1

f � eidqi; ð8:71Þ

e1

e0

e2

f · e1e1dt

–f · e1e0dt

f

Figure 8.12 The basis vectors for one particle in three dimensions are Fermi–
Walker transported along the trajectory
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and the left hand side implies that to first order:

d_qi ¼ dpi: ð8:72Þ
Similarly, taking the second equation in (8.65) and substituting for p0 using (8.64),
f 0 using (8.66) and e0i using (8.67), gives:

dt

dt0
_pþ

X3N�1
i¼1

d_piei � dpi f � eið Þe0
� � !

¼
X3N�1
i¼1

f þ
X3N�1
i¼1

dqj=J f

 !
: ei � dpie0ð Þ ei � dpie0ð Þ: (8:73)

Separating the components in the direction e0 from those in orthogonal directions
ei, and using (8.71), gives to first order in the perturbation d:

d_pi ¼ �
X3N�1
j¼1
rjrifþ ðf � ejÞðf � eiÞ
� �

dqj � adpi; ð8:74Þ

where α is given by Equation (8.60) with the condition that p � p ¼ 1. From
Equations (8.72) and (8.74), the infinitesimal evolution matrix may be read off as:

T ¼ 0 I
M �aI

	 

; ð8:75Þ

where each of the elements are 3N�1ð Þ � 3N�1ð Þ submatrices. 0 is the zero
matrix and I the identity matrix. The crucial point in the derivation is that from
Equation (8.75), the M submatrix is symmetric. To prove the conjugate-pairing
rule, we need a generalization of the symplectic eigenvalue theorem (Abraham
and Marsden, 1978) which we outline below.

Definition 1

The T matrix is infinitesimally α-symplectic if:

TTJ þ JT ¼ �aJ; ð8:76Þ
where:

J ¼ 0 I
�I 0

	 

: (8:77)

Definition 2

The L matrix is globally m-symplectic if:

mLTJL ¼ J : ð8:78Þ
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Let KðtÞ ¼ LTðtÞJLðtÞ then using _LðtÞ ¼ T ðtÞLðtÞ and Equation (8.75), it follows
that:

_KðtÞ ¼ _L
T
JLþ LTJ _L ¼ LTTTJLþ LTJTL ¼ LT TTJ þ JT

� �
L

¼ �aKðtÞ: (8:79)

Clearly, an infinitesimally symplectic T matrix generates an L matrix that is
globally symplectic. Solving for K, given the initial condition K(0) ¼ J, we
find that KðtÞ ¼ exp � Ð t0 aðsÞds

� �
J . This is essentially an application of the

techniques of Section 7.7. So μ is given by:

m ¼ exp

ðt
0
aðsÞds

� �
: ð8:80Þ

Theorem: a-symplectic eigenvalue theorem

If matrix M satisfies aMTJM ¼ J for some finite a, and if χ is an eigenvalue of
M, then ðxaÞ�1 is also an eigenvalue of M.

Proof

We note that, if χ is an eigenvalue ofM, then det M � xIð Þ ¼ 0, andMT has the
same eigenvalues as M. The determinant of a product is equal to the product of
the determinants and det Jð Þ ¼ 1. Therefore:

det M � xIð Þ ¼ 0 ) det MTJM � xMTJ
� � ¼ 0

) det a�1J � xMTJ
� � ¼ 0

) det ðaxÞ�1I �MT
� �

xJ
� � ¼ 0 (8:81)

) det ðaxÞ�1I �MT
� � ¼ 0

) det M � ðaxÞ�1I� � ¼ 0: QED.

Applying this result to M ¼ LTL, where a ¼ m2, we find that, for each
eigenvalue x . 1, there is another m2x

� ��1
. The sum of the logarithms of this

pair of eigenvalues of LTL is:

ln xþ ln m2x
� ��1¼ �2

ðt
0
aðsÞds; ð8:82Þ

which is clearly independent of which pair of eigenvalues we chose. The
eigenvalues of LTL are the eigenvalues of L2t, so that two of the logarithms of
the eigenvalues of L are lþ and l�, where:

lþ þ l� ¼ � lim
t!1

1
t

ðt
0
aðsÞds ¼ �kalt: ð8:83Þ
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The finite t result applies to any segment of trajectory, no matter how small, if the
comoving basis set is used. The t! 1 result is that any pair of Lyapunov expo-
nents (except the trivial zeros) sum to �kalt. An important corollary is that, if
there is an invariance in the equations of motion leading to a zero exponent,
the conjugate exponent is not zero as in the Hamiltonian case, but �kalt. This
proof is valid for any number of particles moving in a potential which may
contain both external fields and interactions between the particles. There is still
no proof of conjugate pairing for SLLOD dynamics, where conjugate pairing
was first observed numerically, and has recently been confirmed within error
bars (Morriss, 2002). Indeed, now there is a suggestion that conjugate pairing
does not hold exactly for SLLOD (Panja and van Zon, 2002; Frascoli et al.,
2006). This point is not yet resolved, although it is likely that the SLLOD algor-
ithm does not satisfy the strong version of conjugate pairing proved above,
however, it may be satisfied in the thermodynamic limit (Taniguchi and
Morriss, 2002).

8.6 Periodic orbit measures

The distribution function or density rðxÞ is the fundamental statistical quantity
that gives the probability of observing the system in some particular state x.
Here we think of the possible states of the system as being specified by a con-
tinuous variable in phase space x (in general, x may be a vector). In the mathe-
matical literature it is more common to find the measure dmðxÞ ¼ rðxÞdx as more
fundamental than the density (essentially the measure always exists, but the
density can be singular). For the measure we think of the phase space M as
being partitioned into regions Mi (this can be considered a coarse graining, in
the Gibbsian sense). The characteristic function χi defined on the coarse grain-
ing is very useful for manipulating measures. If x is in region Mi, then χi ¼ 1,
and otherwise χi is zero, so:

xiðxÞ ¼ 1 if x [ Mi

0 otherwise
:

�
ð8:84Þ

Thus the measure of region Mi is Dmi, and it is obtained from:

Dmi ¼
ð
M
dmðxÞxiðxÞ ¼

ð
Mi

dmðxÞ: ð8:85Þ

We require the measure be normalized, so adding up the measure of all par-
titions must give one, and:

Xn
i

Dmi ¼ 1 or equivalently

ð
M
dmðxÞ ¼ 1: ð8:86Þ
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A stationary or invariant measure is unchanged by the time evolution of the
system, so:

DmiðtÞ ¼ Dmið0Þ; ð8:87Þ

for all times and all partitions of the phase space.
We can imagine sprinkling the phase space M with some initial (smooth) distri-

bution of phase points according to some initial density and following the time
evolution f t of this ensemble of initial conditions. This construction defines the
natural measure of the system:

�rx0ðyÞ ¼ lim
t!1

1

t

ðt
0
dtd y� f tðx0Þð Þ: ð8:88Þ

From the knowledge of the Lyapunov spectrum, or more specifically the knowl-
edge of the local stretching rates or Lyapunov numbers for general points, we
can construct the natural measure of the system. Here we follow the argument
given in Grebogi et al. (1988) and Ott (2002). Once the measure is known, it is
straightforward to calculate the averages of observables. This is an extension of
the idea of classical ensembles to nonequilibrium states, but now the basis for
the measure is modern dynamical-systems theory so it is no longer restricted to
equilibrium. To illustrate the ideas we consider a two-dimensional hyperbolic
invertible map FðxÞ ¼ x0 (here x and x0 are vectors).

Hyperbolicity implies that for an arbitrary point x in phase space there exist
stable and unstable manifolds (Figure 8.13) denoted by WsðxÞ and WuðxÞ. The
stable manifold of x is the set of points y such that FnðxÞ � FnðyÞ�� ��! 0 as
n!1. That is, the set of points that map together under forward iteration of the
map. The unstable manifold is the set of points z such that FnðxÞ � FnðzÞ�� ��! 0
as n!�1. That is, the set of points that map together under backward iteration
of the map. The stable manifold is generated by forward iteration, the unstable
by backward iteration. Under time reversal, the unstable manifold becomes a
stable manifold and vice versa.

W s(x)

Ws(F(x))

Ws(F2(x))
F2(x)

F2(y)

F(y)

y

F(x)

x

Figure 8.13 An illustration of the evolution of the stable manifold of a generic
point x under successive applications of the mapping. Notice that the stable mani-
fold of a generic point moves in space
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For a hyperbolic attractor:

(1) Stable and unstable manifolds exist at each point on the attractor. The stable and
unstable manifolds are in different directions. The dimensions of the stable and unstable
manifolds, ds and du, are the same for all points x on the attractor, and ds þ du ¼ d
where d is the dimension of the space. This ensures that the space consists of either
expanding or contracting directions. There are no neutral directions (or centre mani-
folds) and hence no zero Lyapunov exponents.

(2) If DF(x) is the Jacobian matrix consisting of the partial derivatives of F(x) evaluated at
x, then there exists a constant K > 1 such that for all points on the attractor, if a vector v
is chosen tangent to the unstable manifold, then DFðxÞv�� �� � K vk k and if v is chosen
tangent to the stable manifold, then kDFðxÞvk � kvk=K. This ensures that nearby
points on the same stable manifold approach each other at least as fast as exp �Kn½ �:

We imagine that a two-dimensional space will locally consist of approximately par-
allel unstable manifolds and approximately parallel stable manifolds. Thus we con-
struct a partition of the space into cells Ci which have unstable manifolds as two of
the edges and stable manifolds as the other two edges (see Figure 8.14). If the cells
are very small, the curvature of the boundaries will be slight, and we can regard
them as parallelograms. We now construct a measure on these cells. Consider a
cell Ck and a large number of initial conditions sprinkled within the cell according
to the natural probability measure on the attractor. In general, the measure on the
attractor will be fractal, but the variation of the measure in the direction of the
unstable manifold will be stretched and smoothed by the action of the map. Simi-
larly the variation of the measure in the direction of the stable manifold will be
reinforced, as the compression forces the same variations on a smaller length
scale. Imagine that we iterate each of the initial conditions n times. After n iterates,

u

u u u

s

s

s

s

Figure 8.14 The cells Ci constructed from the intersections of stable and unstable
manifolds of generic points. On the right is a very small cell which can be con-
sidered a parallelogram
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a small fraction of the initial conditions may return to the cell Ck. Since we assume
the attractor to be ergodic and mixing, this fraction is asymptotically equal to the
natural measure of the attractor in the cell, mðCkÞ.

There are periodic points of the n times iterated map FnðxjnÞ ¼ xjn and these have
special properties (here xjn is the jth periodic point of the n-times iterated map). The
stable and unstable manifolds of a periodic point are invariant sets and do not move
in the space, as do the manifolds of generic points.

In Figure 8.15 the cell Ck is mapped forward in time to the narrow rectangle. The
unstable manifold is the long side of the rectangle and the measure is smooth in this
direction (Bowen, 1978). Therefore the fraction of the measure that returns to Ck is
the ratio of the length of Ck to the length of the rectangle (or the ratio of the shaded
length to the total length of the rectangle). This ratio is L�11 whereL1 ¼ exp½l1n� is
the stretching factor and λ1 is the Lyapunov exponent for the periodic point. For the
two-dimensional example we have considered, there is only one stretching factor,
but for higher-dimensional hyperbolic systems the same construction is needed in
each expanding direction and then the ratio involves the product of all stretching
factors.

Figure 8.15 also shows both the forward and backward images of Ck. If the
forward and backward images intersect then the intersection must contain a peri-
odic point. Since, for n!1, the fraction of initial conditions starting in Ck

which return to it is m Ckð Þ, we have that the measure of an area S is:

m Sð Þ ¼ lim
n!1

X
fixed points[ S

L�11 ðxjn; nÞ
 !

: ð8:89Þ

C

  Forward
image of C 

Forward
image of C 

 Backward
image of C 

C

Must contain a
periodic point 

Figure 8.15 If C is the initial cell, then the forward image of C is the thin
rectangle. Only the shaded area of the forward image remains in the cell C. The
intersection of the forward and backward images of C must contain a periodic
point of the map
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Also note that, as n gets larger, L�11j and L2j get exponentially smaller and the
number of fixed points in a cell of fixed size Ck grows exponentially. Since we
imagine that we can make the partition into cells as small as we wish, (with reason-
ably smooth boundaries), by a covering of cells, the result above follows. For
hyperbolic systems, a partition into cells can always be made to ensure these prop-
erties and these are called Markov partitions (Bowen, 1970).

The theory of unstable periodic orbits as a means of deriving stationary measures
for axiom-A systems is well developed (Ruelle, 1978; Grebogi et al., 1988; Artuso
et al., 1990a). Orbital probability measures, weighted by the expanding eigenvalues
of the associated stability matrices converge weakly to the SRB measure (Parry,
1986). The measure constructed in this way can be used to calculate the average
properties of the system (Vance, 1992). If BðxÞ is an arbitrary function of the
phase point x then the average of B is:

kBl ¼ lim
n!1

P
i[ fixed points of Fnf g

L�11i

Pn
j¼1

BðxjiÞ
P

i[ fixed points of Fnf g
nL�11i

; ð8:90Þ

where for each value of n, xji
� 


are the points of the n-cycle, and L1i is the product
of the expanding eigenvalues of the stability matrix.

Time evolution of densities

The result we have just obtained is for maps, and our interest is in dynamical
systems that evolve in time. We may approximate a dynamical system as a map
by choosing a Poincaré surface of a section and considering the iterates of the
map as successive intersections of the continuous time trajectory with the Poincaré
surface. Likewise we can generalize the result obtained for maps by assuming that
the map is some approximation to a real dynamical system. To do this we will take a
more mathematical approach following the work of Artuso and Cristadoro (2004).
There is an extensive literature on this active area of research and a good entry point
is the web-book by Cvitanovic et al. (2005).

In the language of Liouville operators iL, the change in the density is:

rðx; tÞ ¼ exp½�iLt�rðxÞ ¼L rðxÞ½ � ¼
ð
M
dx0dðx� f tðx0ÞÞrðx0; 0Þ: ð8:91Þ

In dynamical systems theory, the Perron–Frobenius operator L plays a central role
in the time evolution of densities. The invariant density rI ðxÞ is a solution of this
equation. If we write Equation (8.91) as an eigenvalue equation lrðxÞ ¼ L rðxÞ½ �,
then the invariant density rI ðxÞ is the solution with eigenvalue equal to one, that
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is λ ¼ 1. The Perron–Frobenius operator is a linear operator on a general class of
functions – the distributions. The invariant density is a fixed-point function in that
function space. The kernel of the Perron–Frobenius is singular, so sophisticated
techniques are required to determine the spectral properties of the operator
(Baladi, 2000).

If x is a scalar variable, then the integral of the delta function for an arbitrary
function of x, G(x) is given by:

ð
dxdðGðxÞÞ ¼

ð
dx

dðs� s0Þ
G0ðsÞ ¼

X
xi:GðxiÞ¼0f g

1

G0ðxiÞ
�� ��; ð8:92Þ

where the sum is over all xis that are zeros of G(x). As GðxÞ ¼ x� f tðxÞ, the xis
are fixed points of f tðxÞ, or solutions of xi ¼ f tðxiÞ. If x is a vector variable then
the derivative of GðxÞ is G0 ) @

@x x� f tðxÞð Þ ¼ 1� @f t
�
@x ¼ 1� JtðxÞ so that the

time evolution of the density is:

rðx; tÞ ¼ exp½�iLt�rðxÞ ¼
X

x0¼f �tðxÞ

rðx0Þ
1� df tðx0Þ=dx0
�� ��

¼
X

x0¼f �tðxÞ

rðx0Þ
1� J tðx0Þ
�� �� : ð8:93Þ

We can define a generalized transfer operator where the singular kernel is weighted
by a factor exp½bðx� f tðx0Þ� as:

Lbr
� �ðxÞ ¼

ð
M
dx0exp½bðx� f tðx0Þ�dðx� f tðx0ÞÞrðx0Þ: ð8:94Þ

An arbitrary function of the phase alone is a phase variable and we choose b(x) as a
generic function. This function or system observable connects each phase point x
with a number (or set of numbers). In physical applications the function must be
integrable and usually smooth, so that a small variation in x leads to a small vari-
ation in b. The phase average of the observable b with respect to a normalized
measure dμ is given by:

kblm ¼
ð
M
dm xð ÞbðxÞ: ð8:95Þ

Inserting the natural measure we obtain the time average of an observable begin-
ning at the point x0:

bðx0Þ ¼ lim
t!1

1

t

ðt
0
dt bð f tðx0ÞÞ: ð8:96Þ
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Moreover, if the dynamical system is ergodic, the time average beginning from
almost any initial point x0 tends to the phase space average:

lim
t!1

1

t

ð t
0
dt bðf tðx0ÞÞ ¼ kblr; ð8:97Þ

so the left-hand side of Equation (8.97) is independent of x0. By almost any trajec-
tory, we mean all apart from a set of measure zero (for example, the average calcu-
lated beginning on a periodic point can be different). For a periodic orbit the time
average of b is quite simple:

Bp ¼ bpTp ¼
ðTp
0
bð f tðxpÞÞdt; ð8:98Þ

where p is a periodic orbit beginning at xp, Tp is the period, and Bp is the integral of
the observable along the orbit. The contribution from a single cycle of the orbit is
then bp ¼ Bp

�
Tp.

The Liouville operator (or Perron–Frobenius operator) is bounded in the sense
that no value grows faster than exponentially, so for M > 0 and b ≥ 0,
exp �iLt�½ ��� Mexp½bt��� for all t � 0. It then follows that we can define the resol-

vent of the Liouville operator:
ð1
0
dt exp½�st� exp½�iLt� ¼ 1

sþ iL
: ð8:99Þ

For Res>b, the resolvent is bounded by M ðsþ b
� Þ:

To construct the dynamical average, we consider the evolution of the map f of the
phase variable x beginning at some initial value. The flow moves the phase point x
along some path in phase space so we can consider the integral B(t) of the obser-
vable b(x) along this path (for a mapping the integral is replaced by a sum):

BðtÞ ¼
ðt
0
b f tðxÞð Þdt: ð8:100Þ

Then the average is given by:

kbl ¼ lim
t!1

ð
dx

1

t

ðt
0
dt bð f tðxÞÞ ¼ lim

t!1

ð
dx

BðtÞ
t
: ð8:101Þ

It is more convenient to consider a slightly different object, a generating function
whose moments provide the averages that we need:

kebBðtÞl ¼
ð
M
dx exp½bBðxðtÞÞ�: ð8:102Þ
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As t!1, then BðtÞ! �Bt and kexp½bBðtÞ�l � kexp½b �Bt�l/ exp½tsðbÞ�, so that:

sðbÞ ¼ lim
t!1

1

t
lnkexp½bBðtÞ�l: ð8:103Þ

Now the reason for considering s(b) becomes much clearer, as:

@s

@b

����
b¼0
¼ lim

b!0
lim
t!1

1

t

kBðtÞ exp½bBðtÞ�l
kexp½bBðtÞ�l ¼ lim

t!1
kBðtÞl
t
¼ kbl: ð8:104Þ

The derivative of s(b) with respect to b is the average kbl that we need to calculate.
We can look at the fluctuations by going to the second derivative of s(b), but then
we need to know higher-order contributions to BðtÞ � kblt þ � � �

Evolution operators

The shift from studying kbl to studying kexp½bBðtÞ�l is the key to what follows. Let:

kexp½bBðtÞ�l ¼ 1

Mj j
ð
M
dx

ð
M
dyd y� f tðxÞ� �

exp½bBðt; xÞ� ð8:105Þ

where we have inserted the identity into Equation (8.102). By the identity we mean
the following:

1 ¼
ð
M
dyd y� f tðxÞ� �

: ð8:106Þ

The treatment of mappings is a little more simple than systems with continuous
time evolution (flows) (Artuso and Cristadoro, 2004), so we consider a map f (x).
We also assume that the map satisfies two conditions f ð�xÞ ¼ �f ðxÞ and
f ðxþ nÞ ¼ nþ f ðxÞ, so that the problem reduces to a map on the unit interval
f̂ ðuÞ ¼ f ðuÞ��mod1. The evolution can then be separated into an integer part and a
fractional part where:

Nnþ1 ¼ Nn þ s ðunÞ;
unþ1 ¼ f̂ ðunÞ;

ð8:107Þ

where θn is the fractional part and Nn is the integer part. The transfer operator on the
unit interval can be written as:

Lbr
� �ðfÞ ¼

ð
du exp b f̂ ðuÞ � uþ sðuÞ

� �h i
d f̂ ðuÞ � f
� �

rðuÞ: ð8:108Þ
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The leading eigenvalue is the inverse of the smallest z satisfying the secular
equation:

FbðzÞ ¼ det 1� zLb
� � ¼ 0: ð8:109Þ

Fb is called the spectral determinant. Using the formal relation:

det 1� zLb
� � ¼ exp Tr ln 1� zLb

� �� � ¼ exp �
X1
n¼1

zn

n
TrLnb

" #
: ð8:110Þ

Spectral determinants

Define the stretching factor for fixed point n and σn(x):

TrLnb ¼
ð
dxd f nðxÞ � xð Þ exp f nðxÞ � x½ � ¼

X
x¼f nðxÞ

exp bsnðxÞ½ �
1� LnðxÞ
�� ��: ð8:111Þ

Expand the denominator of Equation (8.111) in a geometric series for LnðxÞ
�� �� , 1

TrLnb ¼
X1
k¼0

X
x¼f nðxÞ

exp bsnðxÞ½ �
LnðxÞ
�� �� LnðxÞð Þk : ð8:112Þ

This expansion can only be justified if LnðxÞ
�� ��.1 for every point x and any order n.

The next step is to see that this sum is over all fixed points, so that a periodic orbit
of length p appears every time n is an integer multiple of p. Also all p points along
the periodic orbit contribute the same amount.1

X
n¼1

zn

n

X
x¼f ðnÞðxÞ

L�1n ðxÞ ¼
X
fpg

X1
r¼1

1

r
znprL�rp : ð8:113Þ

We convert the sum over periodic points to a sum over orbits p, computed with
respect to its prime period np. Therefore:

det 1� zLb
� � ¼ exp �

X
fpg

X1
r¼1

X1
k¼0

zrnp

r

exp½bspr�
Lp

�� ��rLkr
p

" #

¼ exp �
X
fpg

X1
r¼1

X1
k¼0

trp;k
r

" #
;

ð8:114Þ

1. As an example, consider the fixed point of f (2) consisting of the two points {x1, x2}. On the left-hand side, at

n ¼ 2, we have z2

2 L�112 þL�121

� � ¼ z2L�112 . At n¼ 4 both of these points are again periodic points so we have

z4

4 L�11212 þL�12121

� � ¼ z4

2L
�1
1212. The right-hand side at r ¼ 1, gives L�112 z

2:1 and at r ¼ 2 gives 1
2 L�112

� �2
z2:2.

252 Dynamical stability



where we have collected together a group of terms as:

tp;k ¼ znp exp½bsp�
Lp

�� ��Lk
p

: ð8:115Þ

The sum over r gives all the repeats of single periodic orbits and this can be
resummed exactly2 to give:

det 1� zLb
� � ¼ exp

X
fpg

X1
k¼1

ln 1� znp exp½bsp�
Lp

�� ��Lk
p

 !" #

¼
Y1
k¼0

Y
fpg

1� znp exp½bsp�
Lp

�� ��Lk
p

 !
: ð8:116Þ

Thus the spectral determinant is the infinite product of the generalized zeta func-
tions:

z�1ðkÞb ¼
Y
fpg

1� znp exp½bsp�
Lp

�� ��Lk
p

 !
; ð8:117Þ

and

FbðzÞ ¼
Y1
k¼0

z�1ðkÞb: ð8:118Þ

The leading zero is obtained from the zero-order zeta function z�1ð0Þb, called the
dynamical zeta function:

z�1ð0Þb ¼
Y
fpg

1� znp exp½bsp�
Lp

�� ��L0
p

 !
¼
Y
fpg

1� znp exp½bsp�
Lp

�� ��
 !

¼
Y
fpg

1� tp;0
� �

: ð8:119Þ

The zeta function calculations can be rewritten as a perturbative expansion that
provides exponentially good estimates (Artuso et al., 1990a; 1990b; Cvitanovic
et al., 2005). As a simple illustration, for a complete grammar in the binary alphabet

2. The sum of repeated orbits is just the Taylor series for the natural logarithm
P1

r¼1
1
rt
r
p;k ¼ � ln 1� tp;k

� �
:
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P1
r¼1

1
rt
r
p;k ¼ � ln 1� tp;k

� �
:, and using tp ¼ tp;0 ¼ znp exp½bsp�=Lp (from

Equation 8.114), we can expand the infinite product as a series:

z�1ð0ÞbðzÞ ¼
Y
pf g

1� tp
� � ¼ 1� t0ð Þ 1� t1ð Þ 1� t01ð Þ 1� t001ð Þ 1� t011ð Þ:

¼ 1þ
X

p1;...;pk

tfp1;...;pkg

¼ 1� t0 � t1 � t01 � t0t1ð Þ � t001 � t0t01ð Þ
� t011 � t01t1ð Þ � � � � ;

ð8:120Þ

where tf p1;...pkg ¼ ð�Þktp1 tp2 . . . tpk . The terms t0 and t1 are called fundamental terms
whereas the other bracketed terms are called curvature corrections. For completely
hyperbolic systems with a finite grammar, the curvature corrections are exponen-
tially small so that Equation (8.120) (a power-law expansion of the zeta function)
is indeed a perturbative series.

To illustrate the techniques we consider an oversimplified example, the mapping
on the real line given by:

f ðxÞ ¼ ax x [ 0; 12
� �

aðx� 1Þ þ 1 x [ 1
2; 1
� � :

�
ð8:121Þ

For an arbitrary value of the parameter a, the dynamics are quite complicated and
can lead to fractal dependence of the diffusion constant on the slope (Klages and
Dorfman, 1995). However if a¼ 2m where m is an integer, then the map consists
of 2m complete branches, so the symbolic dynamics are an unrestricted alphabet in
2m symbols. Further, the linearity of the map leads to a complete cancellation of the
curvature terms. There are 2m fixed points and the expanding rate is Li¼ a for
every fixed point, and the jumping numbers associated with each branch are
0; 1; . . . ; ða� 1Þ;�ða� 1Þ; . . . ;�1; 0. The zeta function for this map is then
given by

z�10fbg ¼ 1� 2z

a
1þ

Xa=2�1
k¼1

cos hðbkÞ
 !

: ð8:122Þ

In general, probability conservation gives �z0ð0Þ ¼ 1 and the transport properties are
obtained by various derivatives with respect to b:

skðnÞ ¼ k xn � x0ð Þkl0 ¼
@k

@bk GnðbÞ
��
b¼0

� @k

@bk

1

2pi

ðaþi1
a�i1

ds exp½sn� d
ds

ln z�1ð0Þb exp½�s�
h i����

b¼0
:

ð8:123Þ
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Determinants tend to have larger analyticity domains because if TrL=ð1� zLÞ ¼
� d

dz lndetð1�zLÞ diverges at a particular value of z, then det(1−zL) might have
an isolated zero there, and a zero of a function is easier to find than a pole. If we
are only interested in the leading eigenvalue of Lt, the size of the p cycle neighbour-
hood can be approximated by 1=jLpjr , the dominant term in the rTp ¼ t!1 limit,
where Lp ¼

Q
e
Lp;e is the product of the expanding eigenvalues of the Jacobian.

8.7 Positivity of transport coefficients

As an example of the application of the ζ function formalism to calculate the diffu-
sion coefficient, we consider the Lorentz gas (Figure 8.16). The cycle expansion for
the average Lyapunov exponent and diffusion coefficient are obtained by consider-
ing lnL ¼ lt. The cycle expansion for the average Lyapunov exponent can be
written as:

kll ¼

P
fp1... pk g

ð�1ÞkðlnLp1 þ � � � þ lnLpk Þtfp1���pk g
P
fp1... pkg

ð�1Þkðtp1 þ � � � þ tpk Þtfp1...pkg
; ð8:124Þ

where fp1 . . . pkg is all possible partitions of the prime symbol string p1 . . . pk . An
arbitrary symbol string may be decomposable into smaller substrings, where all the
substrings are themselves prime orbits. In that case k is the number of substrings.
The cycle expansion formula for the diffusion coefficient is:

D ¼ 1

2d

P
p1...pk

ð�1Þkðn2p1 þ . . .þ n2pk Þtfp1...pkg
P

p1... pk

ð�1Þkðtp1 þ . . .þ tpk Þtfp1...pkg
; ð8:125Þ

where for the two-dimensional Lorentz gas n̂pi is the displacement for the symbol
string pi. There are some results that follow directly from the fact that a periodic
orbit representation exists and the fact that the field-dependent equations of
motion are time reversible (Dettmann et al., 1997). The simplest illustration of
these ideas is obtained using the periodic Lorentz gas in an external field. The
Lorentz gas consists of an infinite array of circular scatterers on a triangular
lattice, through which a single point particle moves (Cvitanovic et al., 1992;
Vance 1992; Lloyd et al., 1995).

When we apply an external field to the Lorentz gas, the response function is the
current J generated by the field Fe. The current is the systematic drift induced on
the wandering particle by the field. If the field is directed along a symmetry axis
of the triangular lattice, then the current will be in the same direction as the
field. Using the formula (8.90) to calculate the average current, we take J;B.
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Then in Equation (8.90), we need the sum
P

j J ðxjiÞ along the orbit beginning at x0i,
or more correctly for a flow rather than a mapping we need Dxi ¼

Ð ti
0 J ðxiðsÞÞds.

Equation (8.90) becomes:

kJ l ¼ lim
n!1

P
i[ fixed points of Fnf g

L�11i Dxi

P
i[ fixed points of Fnf g

tiL
�1
1i

: ð8:126Þ

For this periodic Lorentz gas, periodic-orbit theory shows that the transport coeffi-
cient, in this case the conductivity, is strictly non-negative. The argument is based
on the deterministic nature of the dynamics in an external field. Each segment of a
trajectory can be traversed in both directions, either with the field or against the
field – often against the field is called the conjugate trajectory. Both paths exist
and will give opposite contributions to a current, Dxi and Dx�i ¼ �Dxi, and
have the same probability at zero field, but different probabilities when the external
field is applied.

The average conductivity is the sum of pairs of contributions from time-reverse
orbits. We ignore all orbits for which Dxi ¼ 0; as these make no contribution to the
numerator of Equation (8.90). To determine the sign of the conductivity, it is suffi-
cient to consider one pair of time-reverse periodic orbits. All of the orbits for which
Dxi=0 are time reversible, so they can be either forward orbits, Dxi . 0, or back-
ward orbits, Dxi , 0. The two Lyapunov exponents are l1i . 0 . l2i ¼ l1;�i. The
expanding rate for the forward orbit is given by expðl1itiÞ and for the backward
orbit by exp½l1;�iti� ¼ exp½�l2iti�. Considering the contribution from forward

Figure 8.16 The arrangement of the circular scatterers on a triangular lattice for
the Lorentz gas. The central hexagon is the elementary cell that generates the
lattice by periodic replication. A single-point particle moves through the lattice
colliding with the fixed scatterers
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and backward orbits to the numerator of Equation (8.126) we have:X
i

L�11i Dxi ¼
X
i.0

L�11i Dxi þ L�11;�iDx�i
� �

¼
X
i.0

exp½�l1iti�Dxi � exp½l2iti�Dxið Þ: ð8:127Þ

The conductivity for the Lorentz gas is then the average current kJxðFeÞl divided by
the field Fe (in the limit as Fe! 0). The current is essentially the average displace-
ment divided by the time, so can be written as:

Lxx ¼ lim
Fe!0

kJxðFeÞl
Fe

¼ lim
Fe!0

1

Fe

P
i
L�11i Dxi

P
i
L�11i ti

¼ lim
Fe!0

Fe
P
i
L�11i Dxi

F2
e

P
i
L�11i ti

: ð8:128Þ

For the Lorentz gas, the two nonzero Lyapunov exponents are related to the exter-
nal field and the displacement by l1i þ l2ið Þti ¼ �FeDxi. This is the Lyapunov sum
rule for the exponents and is exact (Lloyd et al. 1995). In Equation (8.128) the
denominator is strictly positive, so the sign of Lxx is controled by the numerator.
Combining Equations (8.127) and (8.128) with the Lyapunov sum rule gives the
numerator as:

Fe

X
i

L�11i Dxi ¼ Fe

X
i.0

Dxi exp½�l1iti� � exp½l2iti�ð Þ

¼ Fe

X
i.0

Dxi exp½�l1iti� 1� exp½ l1i þ l2ið Þti�ð Þ

¼
X
i.0

FeDxi exp½�l1iti� 1� exp½�FeDxi�ð Þ:

ð8:129Þ

As L�1i ¼ exp �l1t½ � is strictly positive, and a 1� exp½�a�ð Þ is never negative
(a ¼ FeDxi), all contributions to the average conductivity are non-negative, and
hence the conductivity is positive (that is, the current is either zero or in the
same direction as the field). The observed irreversibility in this microscopically
reversible system is due to the different stability weights assigned to forward and
backward periodic orbits, but these stability weights are derived from the micro-
scopic (reversible) dynamics. (Ruelle, 1999) has recently proposed formulas for
the entropy production rate for Gaussian thermostatted systems and can sometimes
prove that the entropy production is positive.

This result can be generalized (Rondoni and Morriss, 1997a; 1997b) to
N-particle systems that have a periodic-orbit representation and a phase-variable
current with the same structure as that in Equation (8.128). A system of hard
spheres subject to a color field (see Section 6.2) is a good example. The same
two features are required: time-reversible paths and the Lyapunov sum rule.
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Again the integral of the current along a periodic path is called DXi ¼
Ð ti
0 J ðxiðsÞÞds

and the Lyapunov sum rule is:

X2dðN�1Þ

i¼1
liti ¼ �FeDXi: ð8:130Þ

The same argument applies again, with the only complication being that there are
more than one expanding and contracting directions, so more than two Lyapunov
exponents. The transport coefficient is a conductivity calculated by a periodic-orbit
expansion of the form:

L ¼ lim
Fe!0

kJ l
Fe
¼ lim

Fe!0

Fe
P
i
L�1i;e DXi

F2
e

P
i
L�1i;e ti

: ð8:131Þ

We ignore periodic orbits for which DXi ¼ 0 as these do not contribute. All the
other period orbits come in pairs with DXi ¼ �DX�i. The stability weight for the
forward orbit with DXi . 0 is the product of expanding directions:

L�1i;e ¼ exp

�
�ti

X
fj:li;j.0g

li;j;

�
; ð8:132Þ

where li;j is the jth Lyapunov exponent for orbit i. The stability weight for the back-
ward orbit with DXi , 0 is:

L�1�i;e ¼ exp

�
�ti

X
fj:li;j.0g

l�i;j

�
¼ exp

�
ti

X
fj:li;j,0g

li;j

�
: ð8:133Þ

Combining Equations (8.132) and (8.133) gives:

Li;eL
�1
�i;e ¼ exp

�
ti
X
j

li;j

�
¼ exp �FeDXi

�
:

�
ð8:134Þ

The contribution to Equation (8.131) from a pair of forward and backward orbits is
then

Fe

X
i

L�1i;e DXi ¼ Fe

X
i.0

L�1i;e DXi þ L�1�i;eDX�i
� �

¼ Fe

X
i.0

DXiL
�1
i;e 1� Li;eL

�1
�i;e

� �

¼
X
i.0

FeDXiL
�1
i;e 1� e�FeDxi
� �

;

ð8:135Þ

and all contributions are of the form a 1� exp½�a�ð Þ, which are strictly non-
negative. Substituting into Equation (8.131) it follows that the transport coefficient
L is non-negative.
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9

Nonequilibrium fluctuations

9.1 Introduction

Nonequilibrium steady states are fascinating systems to study. Although there are
many parallels between these states and equilibrium states, a convincing theoretical
description of steady states, particularly far from equilibrium, has yet to be found.
Close to equilibrium, linear response theory and linear irreversible thermodynamics
provide a relatively complete treatment, (Sections 2.1 to 2.3). However, in systems
where local thermodynamic equilibrium has broken down, and thermodynamic
properties are not the same local functions of thermodynamic state variables that
they are at equilibrium, our understanding is very primitive indeed.

In Section 7.3 we gave a statistical-mechanical description of thermostatted,
nonequilibrium steady states far from equilibrium – the transient time-correlation
function (TTCF) and Kawasaki formalisms. The transient time-correlation function
is the nonlinear analog of the Green–Kubo correlation functions. For linear trans-
port processes the Green–Kubo relations play a role which is analogous to that of
the partition function at equilibrium. Like the partition function, Green–Kubo
relations are highly nontrivial to evaluate. They do, however, provide an exact start-
ing point from which one can derive exact interrelations between thermodynamic
quantities. The Green–Kubo relations also provide a basis for approximate theor-
etical treatments as well as being used directly in equilibrium molecular-dynamics
simulations.

The TTCF and Kawasaki expressions may be used as nonlinear, nonequilibrium
partition functions. For example, if a particular derivative commutes with the ther-
mostatted, field-dependent propagator, then one can formally differentiate the
TTCF and Kawasaki expressions for steady-state phase averages, yielding fluctu-
ation expressions for the so-called derived properties. The key point in such deri-
vations is that the particular derivative should commute with the relevant
propagators. If this is not so, one cannot derive tractable or useful results.

259



In order to constrain thermodynamic variables, two basic feedback mechanisms
can be employed: the integral feedback mechanism employed, for example, in the
Nosé–Hoover thermostat, (Section 5.2) and the differential mechanism employed
in the Gaussian thermostat. A third mechanism, the proportional mechanism, has
not found much use either in simulations or in theory, because it necessarily
employs irreversible equations of motion.

In this chapter we will derive fluctuation expressions for the derivatives of
steady-state phase averages. We will derive expressions for derivatives with
respect to temperature, pressure, and the mean value of the dissipative flux. Apply-
ing these derivatives, in turn, to averages of the internal energy, the volume and the
thermodynamic driving force yield expressions for the heat capacity and the com-
pressibility. In order to ensure the commutivity of the respective derivatives and
propagators, we will employ the Gaussian feedback mechanism exclusively. Cor-
responding derivations using Nosé–Hoover feedback are presently unknown.
Rather than giving a general, but necessarily formal, derivation of the fluctuation
formulae, we will instead concentrate on two specific systems: planar Couette
flow and color conductivity. By concentrating on these specific systems we hope
to make the discussion more concrete and simultaneously illustrate particular appli-
cations of the theory of nonequilibrium steady states discussed in Chapter 7.

A major new research area that has developed recently is the study of what has
been called the fluctuation theorem. This result concerns the relative probability of
fluctuations of different signs, that is, for example, the probability of a current J t
compared with a current �J t. The fluctuation theorem has application to small
systems like nano-machines and leads to new methods of calculating free-energy
differences. The methods are known as the Jarzynski equality and the Crooks
relation. These results are particularly useful for the calculation of free-energy
differences in single molecule unzipping or unfolding processes. These results
are very new, so we will concentrate on the principle derivations and refer the inter-
ested reader to the literature for a more detailed account.

9.2 The specific heat

In this section we illustrate the use of the Kawasaki distribution function and
the transient time-correlation function formalism by deriving formally exact
expressions for the temperature derivative of nonequilibrium averages. Applying
these expressions to the internal energy, we obtain two formulae (Evans and
Morriss, 1987) for the isochoric heat capacity, one of which shows that the heat
capacity can be calculated by analyzing fluctuations in the steady state. The
second formula relates the steady-state heat capacity to the transient response
observed when an external field perturbs an ensemble of equilibrium systems.
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Transient time-correlation function approach

For a system undergoing planar Couette flow, the transient correlation function
expression for the canonical ensemble average of a phase variable B is:

hBðtÞi ¼ hBð0Þi � bgV

ðt
0
dshBðsÞPxyð0Þi: ð9:1Þ

This expression relates the nonequilibrium value of a phase variable B at time t to
the integral of a transient time-correlation function (the correlation between the
shear stress in the equilibrium starting state Pyxð0Þ, and B at time s after the field
is turned on). The temperature implied by the b is the temperature of the initial
equilibrium ensemble. The steady state is tied to the initial ensemble by the con-
straint of constant peculiar kinetic energy. For generic nonequilibrium systems
that exhibit mixing, Equation (9.1) can be rewritten as:

hBðtÞi ¼ hBð0Þi � bgV

ðt
0
dshDBðsÞJ ð0Þi; ð9:2Þ

where J is the nonequilibrium current and the variable DBðsÞ is defined as the differ-
ence between the phase variable at s and its average value at s, that is,
DBðsÞ ¼ BðsÞ � hBðsÞi. If a system is turbulent, or has quasiperiodic oscillations,
we may expect that it is not mixing.

The Gaussian thermostat fixes the kinetic energy of a system, but the Gaussian
isokinetic Liouville operator is independent of the value of the temperature of the
initial distribution. For each member of the ensemble, the Gaussian thermostat
simply constrains the peculiar kinetic energy to be constant. As the Liouvillean,
and the propagator in Equation (9.2), are independent of the value of the tempera-
ture we can calculate the temperature derivative very easily. The result is:

@

@T
hBðtÞi ¼ kBb

2hDðBð0ÞÞDðH0ð0ÞÞi � kBbðhBðtÞi � hBð0ÞiÞ

� kBb
3Fe

ðt
0
dshDðBðsÞJ ð0ÞÞDðH0ð0ÞÞi: ð9:3Þ

The first term on the right-hand side is the equilibrium contribution. This is easily
seen by setting t ¼ 0. The second and third terms are nonequilibrium terms. This
equation is not only valid in the steady-state limit t ! 1, but also for all intermedi-
ate times t, which correspond to transient states along the path from the initial equi-
librium state to the final nonequilibrium steady state.

If we choose to evaluate the temperature derivative of the internal energy H0,
we can calculate the heat capacity at constant volume and external field, CV ;Fe .
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The result is (Evans and Morriss, 1987):

CV ;Fe ¼ kBb
2hðDH0ð0ÞÞ2i � kBbðhH0ðtÞi � hH0ð0ÞiÞ

� kBb
3Fe

ðt
0
dshDðH0ðsÞJ ð0ÞÞDðH0ð0ÞÞi: ð9:4Þ

Again the first term on the right-hand side is easily recognized as the equilibrium
heat capacity. The second and third terms are nonlinear nonequilibrium terms. They
signal the breakdown of local thermodynamic equilibrium. In the linear regime, for
which linear response theory is valid, they are, of course, both zero. The third term
takes the form of a transient time-correlation function. It measures the correlations
of equilibrium energy fluctuations DH0ð0Þ with the transient fluctuations in the
composite-time variable,DðH0ðsÞJ ð0ÞÞ. The second term can, of course, be rewritten
as the integral of a transient time-correlation function using Equation (9.1).

Kawasaki representation

Consider the Schrödinger form:

hBðtÞi ¼
ð
dGBðGÞf ðtÞ: ð9:5Þ

The thermostatted Kawasaki form for the N-particle distribution function is:

f ðtÞ ¼ exp �bFe

ðt
0
dsJ ð�sÞ

� �
f ð0Þ: ð9:6Þ

Since f (t) is a distribution function it must be normalized. We guarantee this by
dividing the right-hand side of Equation (9.6) by its phase integral. If we take
the initial ensemble to be canonical, we find:

f ðtÞ ¼ exp �b H0 þ Fe

Ð t
0 dsJ ð�sÞ� �� �

Ð
dG exp �b H0 þ Fe

Ð t
0 dsJ ð�sÞ� �� � : ð9:7Þ

The exponents contain a divergence due to the fact that the time average of J(−s) is
nonzero. This secular divergence can be removed by multiplying the numerator and
the denominator of Equation (9.7) by exp½þbFe

Ð t
0 dshJ ð�sÞi�. This has the effect of

changing the dissipative flux that normally appears in the Kawasaki exponent from
J(−s) to DJ ð�sÞ, in both the numerator and denominator. The removal of the
secular divergence has no effect on the results computed in this chapter and is
included here for largely aesthetic reasons:

f ðtÞ ¼ exp �b H0 þ Fe

Ð t
0 dsDJ ð�sÞ� �� �

Ð
dG exp �b H0 þ Fe

Ð t
0 dsDJ ð�sÞ� �� � : ð9:8Þ
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The average of an arbitrary phase variable B(Γ) in the renormalized Kawasaki rep-
resentation is:

BðtÞ� 	 ¼ Bð0Þ� 	þ
Ð
dGDB exp �b H0 þ Fe

Ð t
0 dsDJ ð�sÞ� �� �

Ð
dG exp �b H0 þ Fe

Ð t
0 dsDJ ð�sÞ� �� � : ð9:9Þ

To obtain the temperature derivative of Equation (9.9) we differentiate with respect
to b. This gives:

@ BðtÞ� 	
@b

¼ �
ð
dGB H0 þ Fe

ðt
0
dsDJ ð�sÞ


 �
f ðtÞ

þ
ð
dGBf ðtÞ


 � ð
dG H0 þ Fe

ðt
0
dsDJ ð�sÞ


 �
f ðtÞ


 �
: ð9:10Þ

Using the Schrödinger–Heisenberg equivalence, we transfer the time dependence
from the distribution function to the phase variable in each of the terms in
Equation (9.10). This gives:

@hBðtÞi
@b

¼ � DBðtÞD H0ðtÞ þ Fe

ðt
0
dsDJ ðt � sÞ


 �� 

: ð9:11Þ

Substituting the internal energy for B in Equation (9.11) and making a trivial
change of variable in the differentiation (b ! T ) and integration (t � s ! s),
we find that the heat capacity can be written as:

CV ;FeðtÞ ¼ kBb
2h DH0ðtÞð Þ2i þ kBb

2Fe

ðt
0
ds DH0ðtÞD J ðsÞ� 	

: ð9:12Þ

The first term gives the steady-state energy fluctuations and the second term is a
steady-state time correlation function. As t ! /, the only times s, which contribute
to the integral, are times within a relaxation time of t, so that in this limit the time-
correlation function has no memory of the time at which the field was turned on.

These theoretical results for the specific heat capacity cV ¼ CV

�
N of nonequi-

librium steady states have been tested in nonequilibrium molecular-dynamics simu-
lations of isothermal planar Couette flow (Evans, 1986; Evans and Morriss, 1987).

The steady-state heat capacity in Table 9.1 was calculated in three ways: from
the transient correlation function expression, Equation (9.4), from the Kawasaki
expression, Equation (9.12), and by direct numerical differentiation of the internal
energy with respect to the initial temperature. Although we have been unable to
prove the result theoretically, the numerical results suggest that the integral appear-
ing on the right-hand side of Equation (9.4) is zero. All of our simulation results,
within error bars, are consistent with this. As can be seen in Table 9.1 the transient
correlation expression for the heat capacity predicts that it decreases as we go away
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from equilibrium. The predicted heat capacity at a reduced shear rate γ ¼ 1 is some
11 % smaller than the equilibrium value. This behavior of the heat capacity was first
observed numerically by Evans (1983a).

The results obtained from the Kawasaki formula show that although the
fluctuations in internal energy are greater than at equilibrium, the heat capacity
decreases as the shear rate increases. The integral of the steady-state energy–
stress fluctuations more than compensates for the increase in internal energy fluc-
tuations. The Kawasaki prediction for the heat capacity is in statistical agreement
with the transient correlation results. Both sets of results also agree with the heat
capacity obtained by direct numerical differentiation of the internal energy.
Table 9.2 shows a similar set of comparisons based on published data (Evans,
1983). Once again there is good agreement between results predicted on the
basis of the transient correlation formalism and the direct NEMD method.

As a final comment of this section, we should stress that the heat capacity as we
have defined it, refers only to the derivative of the internal energy with respect to

Table 9.2 Comparison of the specific heat capacity of a soft sphere fluid under shear flow
as a function of shear rate γ. State point: N ¼ 108, rc ¼ 1.5, T ¼ 1.0877, ρ ¼ 0.7

γ E
�
NT cV,γ (direct) cV,γ (transient)

0.0 4.400 2.61 2.61
0.4 4.441 2.56 2.57
0.6 4.471 2.53 2.53
0.8 4.510 2.48 2.49
1.0 ± 0.01 4.550 ± 0.001 2.43 2.46 ± 0.002

Note: In these calculations, the transient time-correlation function integral, Equation (9.5),
was assumed to be zero. Data from Evans (1983a; 1986; Evans and Morriss, 1987).

Table 9.1 Specific heat capacity for the Lennard–Jones triple point. State point
γ ¼ 1, N ¼ 108, rc = 2.5

Equilibrium cV, γ¼0 ¼ 2.622 ± 0.044 cV,γ¼1

Transient correlation results: 200 K timesteps
ðhEgiss � hEgig¼0Þ=NT 0.287 ± 0.0014

ðg=rT3Þ Ð10 dshDðH0ðsÞPxyð0ÞÞDðH0ð0ÞÞi −0.02 ± 0.05 2.395 ± 0.06

Kawasaki correlation results: 300 K timesteps�
DðEÞ2�

ss
=NT 2 3.307 ± 0.02

ðg=rT2Þ Ð10 ds
�
DEðsÞDPxyð0Þ

�
ss −1.050 ± 0.07 2.257 ± 0.09

Direct NEMD calculation: 100 K timesteps 2.35 ± 0.05
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the temperature of the initial ensemble (or equivalently, with respect to the non-
equilibrium kinetic temperature). Thus far, our derivations say nothing about the
thermodynamic temperature of the steady state. We will return to this subject in
Chapter 10.

9.3 The compressibility and isobaric specific heat

In this section we calculate formally exact fluctuation expressions for other derived
properties, including the heat capacity at constant pressure and external field, Cp;Fe ,
and the compressibility, xT ;Fe

; �ð@ lnV=@pÞT ;Fe
. The expressions are derived

using the isothermal Kawasaki representation for the distribution function of an iso-
thermal isobaric steady state.

The results indicate that the compressibility is related to nonequilibrium volume
fluctuations in exactly the same way that it is at equilibrium. The isobaric heat
capacity, Cp;Fe , on the other hand, is not simply related to the mean square of the
enthalpy fluctuations, as it is at equilibrium. In a nonequilibrium steady state,
these enthalpy fluctuations must be supplemented by the integral of the steady-
state time cross-correlation function of the dissipative flux and the enthalpy.

We begin by considering the isothermal–isobaric equations of motion con-
sidered in Section 6.7. The obvious nonequilibrium generalization of these
equations is:

_qi ¼
_pi
m
þ _1qi þ CðGÞFeðtÞ,

_pi ¼ Fi � _1pi þ DðGÞFeðtÞ � aðG; tÞpi;
_V ¼ 3V _1:

ð9:13Þ

In these equations _1 is the dilation rate required to precisely fix the value of the
hydrostatic pressure, 3pV ¼Pð p2i =mþ qi � FiÞ. α is the usual Gaussian thermo-
stat multiplier used to fix the peculiar kinetic energy, K. Simultaneous equations
must be solved to yield explicit expressions for both multipliers. We do not give
these expressions here, since they are straightforward generalizations of the field-
free (Fe ¼ 0) equations given in Section 6.7.

The external-field terms are assumed to be such as to satisfy the usual AIΓ con-
dition. We define the dissipative flux, J, as the obvious generalization of the usual
isochoric case:

dI0
dt


 �ad

; �J ðGÞFe: ð9:14Þ

This definition is consistent with the fact that in the field-free adiabatic case,
the enthalpy I0 ; H0 þ pV is a constant of the equations of motion given in
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Equation (9.14). It is easy to see that the isothermal isobaric distribution, f0, is pre-
served by the field-free thermostatted equations of motion:

f0 ¼ exp½�bI0�Ð1
0 dV

Ð
dGexp½�bI0�

: ð9:15Þ

It is a straightforward matter to derive the Kawasaki form of the N-particle
distribution for the isothermal–isobaric steady state. The normalized version of
the distribution function is:

f ðtÞ ¼ exp �b I0 þ
Ð t
0 dsJ ð�sÞFe

� �� �
Ð1
0 dV

Ð
dG exp �b I0 þ

Ð t
0 dsJ ð�sÞFe

� �� � : ð9:16Þ

The calculation of derivedquantities is a simplematter of differentiationwith respect to
the variables of interest. As was the case for the isochoric heat capacity, the crucial
point is that thefield-dependent isothermal–isobaric propagator implicit in the notation
f (t) is independent of the pressure and the temperature of the entire ensemble. This
means that the differential operators @=@T and @=@p0 commute with the propagator.

The pressure derivative is easily calculated as:

@ BðtÞ� 	
@p0


 �
T ;Fe

¼ �b BðtÞV ðtÞ� 	þ b BðtÞ� 	
V ðtÞ� 	

: ð9:17Þ

If we choose B to be the phase variable corresponding to the volume then the
expression for the isothermal, fixed-field compressibility takes on a form which
is formally identical to its equilibrium counterpart:

xT ;Fe
¼ lim

t!1� b

V
DV ðtÞ2� 	

: ð9:18Þ

The limit appearing in Equation (9.18) implies that a steady-state average should be
taken. This follows from the fact that the external field was turned on at t ¼ 0.

The isobaric temperature derivative of the average of a phase variable can again
be calculated from Equation (9.16):

@

@b
BðtÞ� 	 ¼

ð1
0
dV

ð
dGf ðtÞBð0Þ I0 þ

ðt
0
dsJ ð�sÞFe


 �

� I0ðtÞ
� 	 ð1

0
dV

ð
dGf ðtÞ �b I0 þ

ðt
0
dsJ ð�sÞFe


 �� �
: ð9:19Þ

In deriving Equation (9.19) we have used the fact that
Ð
dV

Ð
dGf ðtÞBð0Þ ¼ hBðtÞi.

Equation (9.19) can clearly be used to derive expressions for the expansion
coefficient. However, setting the test variable B to be the enthalpy and
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remembering that:

Cp;Fe ¼
@I0
@T


 �
p;Fe

; ð9:20Þ

leads to the isobaric heat capacity:

Cp;Fe ¼ lim
t!1

1

kBT2
DI0ðtÞ2
� 	þ Fe

ðt
0
ds DI0ðtÞDJ ðsÞ
� 	� �

: ð9:21Þ

This expression is, of course very similar to the expression derived for the
isochoric heat capacity in Section 9.2.

In contrast to the situation for the compressibility, the expressions for the
heat capacities are not simple generalizations of the corresponding equilibrium
fluctuation formulae. Both heat capacities also involve integrals of steady-
state time-correlation functions involving cross correlations of the appropriate
energy with the dissipative flux. Although the time integrals in Equations (9.12)
and (9.21) extend back to t ¼ 0, when the system was at equilibrium, for
systems which exhibit mixing only the steady-state portion of the integral
contributes. This is because hDBðtÞDJ ð0Þi ! hDBðtÞihDJ ð0Þi ¼ 0 as t ! /.
These correlation functions are therefore comparatively easy to calculate in
computer simulations.

9.4 The fluctuation theorem

The mid-1990s saw the introduction of two important fluctuation theorems. The
initial work of Evans et al. (1993a; 1993b) proposed a fluctuation theorem based
on a dynamical weight function derived from the periodic orbit measure (in
Section 8.6, Equation 8.89) and supported by molecular dynamics simulation
results. Evans and Searles (1994) derived a fluctuation theorem for systems evol-
ving from equilibrium toward a nonequilibrium steady state, and Gallavotti and
Cohen (1995a; 1995b) developed a fluctuation theorem for steady-state systems.
These two works were motivated by numerical evidence obtained previously
by Evans, Cohen, and Morriss. An excellent introductory review is given in
Bustamante et al. (2005) and a thorough technical review can be found in Evans
and Searles (2002).

The first fluctuation theorem obtained by Evans et al. (1993a; 1993b) was based
on the periodic orbit measures of Ruelle (1978) and Grebogi et al. (1988) discussed
in Section 8.6. Of course, there was no reason to presume that measures derived for
periodic orbits could be used for arbitrary segments of a generic trajectory. But,
given that assumption, the fluctuation theorem could be derived and results for
isoenergetic shear-flow simulations were presented which demonstrated the
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correctness of the result. In Figure 9.1a we see the probability of seeing a particular
value of the integral of the shear stress Pyx, for trajectory segments of length
t ¼ 0.1, in a simulation of 56 WCA disks at energy per particle of 1.56, a
density of 0.8 and a shear rate of 0.5. Clearly, segments which have a negative
value for Pyx are more probable in the distribution, which is consistent with a nega-
tive average shear stress. Figure 9.1b shows the same data as Figure 9.1a, but
plotted to demonstrate the correctness of the fluctuation theorem.

The transient fluctuation theorem

For a system with internal energy H, we can split the rate of change of internal
energy into two components: an adiabatic (or work) _W ðtÞ component, and a
heat-transfer component _QðtÞ. Thus the total change in the internal energy, by
the first law of thermodynamics, is given by _H ¼ _W þ _Q. In the microscopic
description of a system these interactions may be through thermal boundary con-
ditions or through the action of an external field and thermostat.

To make the development more concrete, we will use the generic example of iso-
energetic SLLOD equations of motion for shear flow, where a Gaussian thermostat
applies the constant internal-energy constraint. This was the original example con-
sidered by Evans and Searles (1994) and is a little more challenging than other
more straightforward currents. The equations of motion for a N-particle system
subject to a steady external shear rate γ and a Gaussian thermostat (from
Equation 5.20) can be written as:

_qi ¼ 1
mpi þ x̂gyi,

_pi ¼ Fi � x̂gpyi � api:
ð9:22Þ

The rate of change in internal energy H is given by:

_H ¼ �g
XN
i¼1

1
m pxipyi þ Fxiyi
� �� a

XN
i¼1

1
mp

2
i ¼ �gPyx Gð ÞV � 2Ka

¼ _W þ _Q: ð9:23Þ

Here we have made the following identifications: _W ¼ �gPyxðGÞV is the rate at
which work is done on the system by the external field γ and _Q ¼ �2Ka is
the rate at which heat is added to the system by the Gaussian thermostat. As the
system is dissipative, on average, heat will be removed from the system so we will
find that h _Qi , 0. At this stage we have not specified the property that is thermo-
statted, but from the form of the equations of motion (9.22), the rate at which heat
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Figure 9.1 (a) The probability of fluctuations in the value of the shear stress for
trajectory segments. Note that Ω̄t ¼ −γV Pyx. These are the original data from
Evans et al. (1993a); (b) The same data as 9.1a, illustrating that the left-hand
side of the fluctuation formula is linear in Pyx
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is added appears to be the product of two phase variables as _Q ¼ �2KðGÞaðGÞ. This
is not the case for a Gaussian or Nosé thermostat as the denominator of aðGÞ is always
equal to 2K(Γ), so the single phase variable is simply the numerator of α(Γ).

For our generic example, the thermostat has been chosen to be isoenergetic,
keeping the rate of change of internal energy fixed to zero at all times, so, from
Equation (9.23), the instantaneous value of the thermostatting multiplier is given by:

aðGÞ ¼ �gPyx Gð ÞV
PN
i¼1

1
mp

2
i

¼ �gPyx Gð ÞV
2KðGÞ : ð9:24Þ

Here, we will be interested in the total reduced dissipation along a trajectory
of length t, where the instantaneous dissipation is VðGÞ ¼ 3NaðGÞ ¼ �gbðGÞ
PyxðGÞV . The inverse temperature is given by bðGÞ ¼ 3N

�P
p2i , and for iso-

energetic dynamics, b(Γ) will fluctuate. Therefore the total dissipation along a tra-
jectory from 0 to t is given by:

Vt ¼ 1

t

ðt
0
V GðsÞð Þds ¼ 1

t

ðt
0
3Na GðsÞð Þds

¼ � 1

t
gV

ðt
0
b GðsÞð ÞPyx GðsÞð Þds: ð9:25Þ

The third equality is exact only for the isoenergetic thermostat.
The transient fluctuation theorem examines the relative probability of observing

fluctuations in the dissipation Vt that are equal in magnitude, but opposite in sign.
These fluctuations refer to a particular fixed time interval t, so we are looking at the
relative probability of Vt ¼ A compared with Vt ¼ �A. While it is clear that we
will observe fluctuations, we need to show that for every trajectory for which
Vt ¼ A, there is a conjugate trajectory for which Vt ¼ �A. We do this by a con-
struction that uses the trajectory mappings of Section 7.4.

In Equation (7.51), we showed that the negative time evolution of the shear
stress Pyx from an initial phase point Γ is equal, and opposite in sign, to the positive
time evolution from the mapped initial phase point GK ¼ MKðGÞ, that is
Pyxð�s;G; gÞ ¼ �Pyxðs;GK; gÞ. We also require the result that the inverse tempera-
ture is invariant thus bð�s;GÞ ¼ bðs;GKÞ. This is illustrated in Figure 9.2. When
two initial points (at t ¼ 0) are related by the mapping MK then the forward time
evolution of one of them (say, the brown curve beginning at ΓK) is equal and oppo-
site to the backward time evolution of the other (Γ, the blue curve beginning at Γ),
and for one of them Vt ¼ A and for the other Vt ¼ �A. For a typical equilibrium
distribution, both Γ and ΓK have the same probability. To make the blue curve a
conjugate trajectory all that is needed is a time translation so that it becomes the
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red curve in Figure 9.2. Then we have two conjugate trajectories beginning at initial
points ΓK and Γ*. The point ΓK under forward time evolution gives Vt ¼ A, and
the point Γ* under forward time evolution gives Vt ¼ �A.

In Section 7.2, we derived the Kawasaki distribution function for an arbitrary
phase point Γ at time t, given the initial probability of the same phase point Γ in
the equilibrium ensemble. Here we ask a different question, if the phase point
Γ(t) evolves from the point Γ under the system dynamics, what is the probability
of Γ(t) in the dynamically evolved system relative to the initial probability of Γ.
In other words, how does the probability evolve for a comoving point in
phase space? The Liouville equation in the comoving frame is Equation (7.17),
d
dt ln f ¼ �L, and its solution gives:

f ðGðtÞ; tÞ ¼ exp �
ðt
0
LðGðsÞÞds

� �
f ðG; 0Þ

¼ exp þ
ðt
0
3NaðGðsÞÞds

� �
f ðG; 0Þ: ð9:26Þ
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Figure 9.2 The brown curve is the evolution of the shear stress from the initial phase
point GK ¼ MKðGÞ, the blue curve is the backward time evolution from the initial
point Γ. The red curve is the conjugate trajectory obtained by a time translation.
The initial phase point for the conjugate trajectory is Γ*.
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The only change in the distribution function with time comes about through the
change in phase-space volume in the exponential term. Notice that because the
path is the comoving one, the dissipation is integrated along the path from
G ; Gð0Þ to Γ(t). This result is referred to as the Lagrangian form of the Kawasaki
distribution function.

The probability that the dissipation takes on a particular value Vt ¼ �A is given
by an integral over all phase points Γ* for whichVtðG*Þ ¼ �A. Thus, using a delta
function:

ProbðVt ¼ �AÞ ¼
ð
dG*f G*ð Þd VtðG*Þ þ A

� �
: ð9:27Þ

Every Γ* that satisfies this equation can be generated from a Γ by the construction
given in Figure 9.2, and using Equation (9.26), the measure can be written as:

f ðG*;�tÞdG* ¼ f ðGÞ exp þ
ðt
0
3Nað�s;G; gÞds

� �
dG

¼ f ðGÞ exp �gV

ðt
0
bð�s;GÞPyxð�s;G; gÞds

� �
dG

¼ f ðGKÞ exp gV

ðt
0
bðs;GKÞPyxðs;GK; gÞds

� �
dGK

¼ f ðGKÞ exp �tVt G
K� �� �

dGK , ð9:28Þ

where the second line follows, using Equation (9.25). The next equality uses
Equation (7.52) and changes the initial phase point from Γ to ΓK. Changing vari-
ables from Γ* to ΓK in Equation (9.27) (with unit Jacobian), and using the fact
that the forward time trajectory from ΓK has VtðGKÞ ¼ A, gives:

ProbðVt ¼ �AÞ ¼
ð
dG*f G*

� �
d VtðG*Þ þ A
� �

¼
ð
dGKf GK� �

exp �tVtðGKÞ� �
d VtðGKÞ � A
� �

¼ exp �Atð Þ
ð
dGKf GK� �

d VtðGKÞ � A
� �

¼ exp �Atð ÞProb Vt ¼ A
� �

, ð9:29Þ

and we have the probability that Vt ¼ A compared with the prob-
ability that Vt ¼ �A. Rearranging Equation (9.29) we obtain the transient
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fluctuation theorem:

1

t
ln

Prob Vt ¼ A
� �

Prob Vt ¼ �A
� �

" #
¼ A: ð9:30Þ

In this derivation the initial phase point has been arbitrary, except that the path
leading from it, of length t, has VðGÞ ¼ �bgVPyxðGÞ ¼ A. For every such path
there exists a conjugate path for which Vt ¼ �A.

It is worth listing the assumptions used in deriving Equation (9.30):

(1) The initial distribution f0ðGÞ is symmetric under the mapping, so for Couette flow
f0ðGÞ ¼ f0ðGKÞ. An equilibrium distribution is sufficient, but not a necessary condition.

(2) The equations of motion must be reversible so that the conjugate trajectory exists.
However, if the reverse trajectory always exists, then this enables the proof to be
extended to stochastic dynamics (Kurchan, 1998; Lebowitz and Spohn, 1999; Maes,
1999; Searles and Evans, 1999) and some quantum systems where the concept of a
path can be accommodated (De Roeck and Maes, 2004; Esposito and Mukamel, 2006).

(3) The initial ensemble and the subsequent dynamics are ergodically consistent:

f ðMT½GðtÞ�; 0Þ = 0; 8 Gð0Þ

Ergodic consistency requires that the initial ensemble must actually contain time-reversed
phases of all possible trajectory end points. Ergodic consistency would be violated, for
example, if the initial ensemble was microcanonical but the subsequent dynamics were
adiabatic and therefore did not preserve the energy of the system. Later, we will treat the
Jarzynski and Crooks cases where the dynamics are not ergodically consistent and
thereby obtain expressions for Helmholtz free-energy differences between systems.

It has been proposed (Searles and Evans, 2000) that the dissipation function
VðGÞ be defined to be:

ðt
0
dsVðGðsÞÞ ; ln

f ðGð0Þ; 0Þ
f ðGðtÞ; 0Þ


 �
�
ðt
0
LðGðsÞÞds ¼ Vtt, ð9:31Þ

then Equation (9.30) applies to any valid combination of ensemble and dynamics,
although the precise expression forVt does depend on the ensemble and dynamics.
The original derivation of the transient fluctuation theorem was for homogeneously
isoenergetic dynamics with an initial microcanonical ensemble. If the equations of
motion are the homogeneous isoenergetic SLLOD equations of motion for planar
Couette flow, the dissipative flux is Pyx, and the external field is the shear rate, γ, and
we have:

Prob bPyxtg ¼ A
� �

Prob bPyxtg ¼ �A
� � ¼ exp �AVt½ �: ð9:32Þ
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Note that in this case the dissipation functionΩ is precisely the thermodynamic entropy
production �PyxðGÞgV , divided by the absolute temperature, kBT ðGÞ, and also
(because the system is at constant energy) it is equal to the entropy absorbed from
the system by the thermostat, aðGÞP p2i =mkBT . For a positive shear rate hPyxi , 0
as the viscositymust be positive (in accordwith the Second Law of Thermodynamics).
Thefluctuation theorem is consistentwith theSecondLaw, but it goes further in treating
the fluctuations in a nonequilibrium steady state. The fluctuation theorem predicts that
the probability of observing hPyxit . 0 along a trajectory segment of length τ is not
zero, but much less probable than observing hPyxit , 0. Further, for a fixed value
of the shear rate, it becomes exponentially more unlikely to observe positive values
for hPyxit as either the system size or the observation time is increased.

It is natural to expect that the transientfluctuation theorem, in some suitable long time
limit, should yield a fluctuation theorem for steady states. This is the subject of a forth-
comingpaper bySearles,Rondoni, andEvans (Journal ofStatistical Physics, submitted).

9.5 Gallavotti and Cohen fluctuation theorem

Irreversible heat transfers between the system and its environment, typically a thermal
bath, characterize nonequilibrium systems. In steady-state systems, an external agent
continuously does work on the system that produces heat, and that heat is transferred
to the bath. The average amount of heat hQi so produced implies an increase in the
total average entropy of the system plus environment. Fluctuation theorems embody
recent developments toward a unified treatment of arbitrarily large fluctuations in
small systems. At equilibrium, in time-reversal-invariant systems, no net heat is trans-
ferred from the system to the bath. Therefore the probability of absorbing a given
amount of heat Prob(Q) must be identical to the probability of releasing it Prob(−Q),
and the ratio Prob(Q)

�
Prob(−Q) ¼ 1. Thus these transfers of heat to the reservoir

are directly related to fluctuations within the system.
Motivated by the previous numerical support for the fluctuation theorem of

Evans et al. (1993a), Gallavotti and Cohen (1995a) established an explicit math-
ematical expression that holds under general conditions for the ratio
PtðsÞ=Ptð�sÞ. The entropy production rate σ is the amount of heat Q produced
within the system per unit time t, divided by the temperature of the heat bath T.
Thus the entropy production is s ¼ Q

�
Tt. Associated with the entropy production

is a time-dependent probability distribution PtðsÞ:

lim
t!1

1

t
ln

PtðsÞ
Ptð�sÞ

 �

¼ s: ð9:33Þ

Although this expression involves a limit of infinite time, a similar expression
without the limit should be valid, to good approximation, as long as t is much
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greater than the decorrelation time, which is, roughly speaking, the recovery time of
the steady state after it is slightly perturbed.

Equation (9.33) indicates that a steady-state system is more likely to deliver heat
to the bath (σ is positive) than it is to absorb an equal quantity of heat from the bath
(σ is negative). Nonequilibrium steady-state systems always dissipate heat on
average. For macroscopic systems, the heat is an extensive quantity and therefore
the ratio of probabilities PðsÞ�Pð�sÞ grows exponentially with the system size.
That is to say, the probability of heat absorption by a macroscopic system is insig-
nificant. For small systems such as molecular motors (Seifert, 2005b) that move
along a molecular track, however, the probability of absorbing heat can be signifi-
cant. On average, molecular motors produce heat, but it may be that they move by
rectifying thermal fluctuations – a process that would imply the occasional capture
of heat from the bath (Gaspard, 2006).

In 1995, Gallavotti and Cohen (1995a) derived a fluctuation relation using the
framework of modern dynamical systems theory and a unifying principle originally
proposed by Ruelle (1976; 1978) for turbulent motion. For a dynamical system in
phase space Γ whose time evolution is governed by a map F, they assumed the fol-
lowing properties:

(1) Chaoticity. The chaotic hypothesis holds and we can treat the system ðG; f tÞ as a tran-
sitive Anosov system. The chaotic hypothesis that they proposed states the following
(p. 935 of Gallavotti and Cohen, 1995b):

A reversible many-particle system in a stationary state can be regarded as a transitive
Anosov system for the purpose of computing the macroscopic properties of the system.

Anosov systems (Gallavotti, 2000) are a paradigm for more general chaotic systems. A map

x ! f tðxÞ is an Anosov map if at every point x of a bounded phase space Γ one can set up
local coordinates with origin at x, continuously dependent on x and covariant under the
action of f t, and such that in this comoving coordinate system the point x appears as a hyper-
bolic fixed point of f t. For a continuous time motion the local system of coordinates
includes the phase-space velocity _x and the motion in that direction cannot be expanding
(because the velocity is bounded). Further, all neutral directions must be eliminated from
Γ. In general, the motion of an Anosov system approaches one of infinitely many invariant
closed sets C1; . . . ;Cq each of which contains a dense orbit, and each attractive set is
smooth in phase space, with only one of them attractive.

The chaotic hypothesis extends the ergodic hypothesis to nonequilibrium systems.
Therefore if a dynamical system is assumed to obey the chaotic hypothesis, then for all
observables that are smooth functions on phase space, a probability distribution mSRB
can be defined by:

1

T

ðT
0
B f tðxÞ� �

dt �!
T!1

ð
M
B ð yÞmSRBðdyÞ ð9:34Þ
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(2) Dissipation. The phase-space volume undergoes contraction at a rate that, on average,
equals to DhsðxÞiþ, where 2D is the phase-space dimension and σ(x) is a model-
dependent “rate” per degree of freedom. This means that the divergence of the
equations of motion and its time average will be non-negative:

D sðxÞ� 	
þ¼

ð
M
s ð yÞmSRBðdyÞ: ð9:35Þ

This phase-space volume contraction or dissipation is a generalization of the usual
entropy production rate of Section 2.2.

(3) Dynamical Reversibility. There is a mapM in phase space such that if f tðxÞ ¼ xðtÞ then
f tðMxÞ ¼ MxðtÞ ¼ xð�tÞ and M2 ¼ I is the identity. This requires that for every
forward time path there exists a conjugate path, starting from a different initial phase
point. We have already seen examples of such maps in Section 7.4, at Equation (7.39).
The time reversal mapMT is the dynamical reversibility map for a Hamiltonian system
and the Kawasaki map MK in Table 7.3 is the appropriate map for shearing systems.

Gallavotti and Cohen then proved the following “Fluctuation theorem.”
Let ðG; f tÞ satisfy the properties (1–3) (chaoticity, dissipativity and reversibility)

then the probability Probτ(p) that the total (extensive) entropy production DtstðxÞ
over a time interval τ takes a valueDthsðxÞiþp satisfies the large-deviation relation:

ProbtðpÞ
Probtð�pÞ ¼ exp[Dthsiþp], ð9:36Þ

with an error in the argument of the exponential which can be estimated to be inde-
pendent of p and τ. This means that a plot of the logarithm of the left-hand side as a
function of p is linear (with increasing precision as t ! /). This theorem is known
as the Gallavotti–Cohen fluctuation theorem and it is applicable to steady-state
systems. It only refers to the phase-space compression rate (called an entropy pro-
duction rate in Gallavotti and Cohen, 1995a). There is no apparent requirement that
the system should be maintained at constant energy, constant kinetic energy, or
even that it be maintained at constant volume. This is an illusion, as fluctuations
in thermodynamic properties at equilibrium are dependent on the ensemble and
therefore on the constraints on the system (we will return to this in the next
section). For the isokinetic system at equilibrium, using the methods of Chapter 5,
we can see that the instantaneous phase-space contraction is not zero. It fluctuates
about an average of zero. Therefore, there exist regions in the phase space where
the comoving flow is not Anosov (or not hyperbolic), as the number of expanding
directions exceeds the number of contracting directions, and viceversa.

In a separate paper (Gallavotti, 1995) it was pointed out that the p in
Equation (9.36) should be within an interval (−p*, p*) where p* is determined
dynamically. While it is obvious that realistic model systems will not be Anosov
in general, it may be very useful to suggest that deviations from the transitive
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Anosov property cannot be observed at the macroscopic level. It has been shown
(Evans et al., 2005) that the value of p* is proportional to the square of the field
that perturbs the system from equilibrium so that, in the limit as the field goes to
zero, the region of validity of this fluctuation theorem also goes to zero. Therefore
the Gallavotti–Cohen fluctuation theorem cannot apply to any equilibrium system
in which the energy is not a strict constant. Recently van Zon and Cohen (2004)
have shown that the phase function for their generalized fluctuation theorem fails
to satisfy the Gallavotti–Cohen theorem.

9.6 The Jarzynski equality

The maximum work theorem is a consequence of the Second Law of Thermo-
dynamics. It states that the work performed by a system during a transformation
from an initial state A to a final state B is less than the free-energy difference
between the two states (Callen, 1985). If the transformation is done reversibly,
then the reversible work is equal to the free-energy difference. Therefore, in general:

hDW i � DF ð9:37Þ
where the average h::i is over all irreversible paths beginning from an equilibrium
state. The numerical calculation of free-energy differenceswas inspired inZwanzig’s
formulation of thermodynamic perturbation theory (Zwanzig, 1954a; 1954b).
Indeed, when it is applied to the solute–solvent contribution to the free energy
change in a liquid (Raineri et al., 2005), with Hamiltonian HD ¼ HD

0 þCD where
D ¼ A, B, with A and B the two states, and CD is the solute–solvent potential
energy of interaction, then the result is exp �bDF½ � ¼ hexp �bDC½ �i0 where the sub-
script indicates an equilibrium average. An alternative procedure, often called ther-
modynamic integration, is based on the coupling parameter formalism of Kirkwood
(1968), where a parameter ξ, switching from zero to one, turns on the interaction
leading to the change in free energy (Frenkel and Smit, 1996). The first method
that we treat has a very similar flavor.

A novel treatment of dissipative processes in nonequilibrium systems was intro-
duced by Jarzynski when he reported a nonequilibrium work relation (Jarzynski,
1997), now called the Jarzynski equality. This equality gives a practical way to
determine free-energy differences using dynamical paths that are not quasistatic.
The first result was obtained for a system weakly coupled to a thermal environment,
but that has later been generalized to the strongly coupled case (Jarzynski, 2004).

Consider a system, in contact with a bath at temperature T, whose equilibrium
state is determined by a control parameter λ. Initially, the control parameter is set
at λA and the system is in equilibrium state A. An N-particle system in contact
with a heat reservoir can be modeled using the canonical ensemble with the
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canonical phase-space distribution function given by f ðGÞ ¼ exp �bHðGÞ½ ��ZðbÞ
where Z(b) is the partition function, and the Helmholtz free energy F is given by
bF ¼ �ln ZðbÞ. We define the work function W to be the change in work
between the two equilibrium states A and B given by:

DW ðtÞ ¼ WB �WA ¼ HBðtÞ � HAð0Þ þ
ðt
0
ds2KaðsÞ ð9:38Þ

where KaðsÞ is the kinetic energy multiplied by the phase-space-dependent
Gaussian or Nosé multiplier. This is an integrated version of Equation (9.23), iden-
tifying HBðtÞ � HAð0Þ as the change in internal energy and the integral of �2KaðsÞ
as the heat added to the system. It is a very strong constraint on the dynamical path
to insist that the system be in an equilibrium state at both ends of the process, A and
B, and that these both be canonically distributed with the same temperature.

The free-energy difference between a system at temperature Twith Hamiltonian
HB and another at the same temperature with Hamiltonian HA (Lechner et al., 2006;
Scholl-Paschinger and Dellago, 2006) is given by:

DF ¼ FB � FA ¼ �kT ln
ZB
ZA

¼ �kT ln

Ð
dG exp �bHBðGÞ½ �Ð
dG exp �bHAðGÞ½ � : ð9:39Þ

Introducing a parameter-dependent Hamiltonian H(Γ, λ), defined so that
HðG; lAÞ ¼ HAðGÞ and HðG; lBÞ ¼ HBðGÞ, we can switch between states A and
B continuously over some time period τ. If the control parameter changes so that
λ moves along the same path (or protocol λ(t)), from initial state λA to final state
λB, then, in general, the path in the combined phase space and parameter space
GðtÞ; lðtÞ will take the system out of equilibrium. From Equation (9.39), the
change in Helmholtz free energy along the path is:

exp �bDF½ � ¼
Ð
dGðtÞexp �bHBðGðtÞ½ �

ZA

¼
ð
dGðtÞexp �bHðG;lA½ �

ZA
exp �b DW �

ðt
0
ds2KaðsÞ


 �� �

¼
ð
dGð0Þ @GðtÞ

@Gð0Þ
����

����exp þb

ðt
0
ds2KaðsÞ

� �
fAðG;0Þexp �bDW½ �: ð9:40Þ

The second equality comes from the expression for HBðtÞ given in Equation (9.38).
The third equality uses Equation (9.26) to show that the Jacobian of the transform-
ation from GðtÞ!Gð0Þ is the inverse of the exponential that follows it. Here we use
the fact that for a Gaussian or Nosé thermostat, aðsÞ ¼anumðsÞ

�
2KðsÞ, where αnum
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is the numerator in the expression for α. That is:

@GðtÞ
@Gð0Þ
����

����exp þb

ðt
0
ds2KaðsÞ

� �

¼ exp �
ðt
0
ds3NaðsÞ

� �
exp þb

ðt
0
dsanumðsÞ

� �

¼ exp �
ðt
0
ds 3N

2KðsÞ�b
� �

anumðsÞ
� �

: ð9:41Þ

For a Gaussian isokinetic thermostat KðsÞ ¼K0 and 3N
2K0

¼b for all time, so, in this
case, this factor collapses to unity. The average reduces to the canonical distribution
at A, which is canonical with inverse temperature b. The average is over all paths
beginning in state A following the same parameter path (or protocol) to state B:

exp �bDF½ � ¼
ð
dGð0Þexp �bDW½ � fAðGð0Þ;0Þ

¼ exp �bDW½ �� 	
A: ð9:42Þ

In general, ΔW will depend on the initial phase point. Equation (9.42) is the
Jarzynski equality.

Frequently, the Jarzynski equality is recast in the form hexp �bDWdiss½ �i ¼ 1
where DWdiss ¼ DW � DF is the dissipated work along a given trajectory. The
exponential average appearing in the Jarzynski equality implies that hDW i � DF
or equivalently, hDWdissi � 0, which for macroscopic systems, is the statement
of the Second Law of Thermodynamics in terms of free energy and work. An
important consequence of the Jarzynski equality is that, although on average,
DWdiss � 0, the equality can only hold if there exist nonequilibrium trajectories
with DWdiss � 0. These trajectories, sometimes referred to as transient violations of
the Second Law, represent work fluctuations that ensure the microscopic equations
of motion are time-reversal invariant. The Jarzynski equality implies that one can
determine the free-energy difference between initial and final equilibrium states, not
just from a single reversible or quasistatic processes that connects those states, but
also via an ensemble of nonequilibrium, irreversible processes that connects them.
The ability to bypass reversible paths is of great practical importance.

This analysis assumes that both states A and B are equilibrium canonical states. It
requires that all paths from state A to B are time reversible. The result shows that
free-energy differences can be computed by averaging over nonequilibrium thermo-
dynamic paths between the states. Cohen andMauzerall (2004; 2005) have questioned
the derivation and exactness of the Jarzynski equality. Their objections relate to two
points. The first is the temperature used to weight the irreversible work in bDW ,
and second relates to the relaxation of the irreversible state B* (when the parameter
change is complete) to the canonical state B. The derivation given above shows that
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for an isokinetic thermostat, the Jarzynski equality is exact and the temperature of the
initial state determines the value of the kinetic energy along the entire path from
A to B, although the system may be far from equilibrium. An initial canonical distri-
bution is preserved by isokinetic dynamics, so there will, in general, be a heat transfer
from the systemwhile work is done. This would suggest that the relaxationB* ! B is
not a significant part of the process. The requirement that state B is canonical has only
been used to obtain the free-energy difference term inEquation (9.42) and has not been
explicitly linked with the dynamics.

9.7 The Crooks relation

Crooks (1998; 1999; 2000) provided a significant generalization of the fluctuation
theorem obtained earlier by Jarzynski. The Jarzynski equality relates the change in
free energy ΔF between two equilibrium states to an appropriate work average cal-
culated over irreversible paths. In the Jarzynski scenario, and also in Crooks’
relation, the system is initially in thermal equilibrium, but is then driven out of equi-
librium by the action of an external agent. Let xF(s) denote a time-dependent none-
quilibrium forward process for which the variable s runs from 0 ! t. The forward
process initially acts on an equilibrium state A and it ends at a state B that is not at
equilibrium. In the reverse process, the initial state B is allowed to reach equili-
brium and the system evolves to a nonequilibrium state A. The nonequilibrium pro-
tocol for the reverse process xRðsÞ is time reversed with respect to the forward one,
xRðsÞ ¼ xFðt � sÞ so that both processes last for the same time. For a dynamical
process, rather than a stochastic process, it is natural to treat the case where the
forward and backward processes both begin and end in equilibrium canonical
states (Evans, 2003). Here we restrict our treatment to that case.

Let ProbA!BðDW Þ and ProbB!AðDW Þ stand for the work probability distri-
butions along the forward and reversed processes respectively (Figure 9.3).
We want to determine the ratio of the probabilities for a transition A ! B where
the change in the work function is equal to b, and a transition B ! A where the
change in work is equal to −b. At the two end-points of the process the system
is an equilibrium state characterized by a canonical distribution, either
fAðGÞ ¼ exp �bHAðGÞ½ ��ZAðbÞ or fBðGÞ ¼ exp �bHBðGÞ½ ��ZBðbÞ. Then:

ProbA!BðDW ¼ bÞ
ProbB!AðDW ¼ �bÞ ¼

Ð
dG1dðDW ðG1Þ � bÞ exp �bHAðG1Þ½ �=ZAðbÞÐ
dG2dðDW ðG2Þ þ bÞÞ exp �bHBðG2Þ½ �ZBðbÞ

¼ exp �bDF½ �
Ð
dG1d DW ðG1Þ � bð Þ exp �bHAðG1Þ½ �Ð
dG2d DW ðG2Þ þ b½ � exp �bHBðG2Þ½ �:

ð9:43Þ
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Here we have the probability of the forward path A ! B, which has DW ðG1Þ ¼ b in
the distribution at A, divided by the reverse path B ! A, which has DW ðG2Þ ¼ �b
in the distribution at B. Reversing the second path so that DW ¼ þb, and assigning
it the probability it has in the initial distribution at A gives:

HBðG2Þ ¼ HAðG1Þ þ DW ðG1Þ �
ðt
0
ds2KaðsÞ: ð9:44Þ

Combining Equations (9.43) and (9.44) gives:

ProbA!BðDW¼bÞ
ProbB!AðDW¼�bÞ

¼ exp �bDF½ �
Ð
dG1d DW ðG1Þ�bð Þexp �bHAðG1Þ½ �Ð

dG2d DW ðG1Þ�bð Þexp �b HAðG1ÞþDW � Ð t0 ds2KaðsÞ
�� �

¼ exp �bDF½ �
Ð
dG1d DW ðG1Þ�bð Þexp �bHAðG1Þ½ �

exp �bb½ �Ð dG2 exp þb
Ð t
0 ds2KaðsÞ

� �
d DW ðG1Þ�bð Þexp �bHAðG1Þ½ �

¼ exp �bDF½ �
Ð
dG1d DW ðG1Þ�bð Þexp �bHAðG1Þ½ �

exp �bb½ �Ð dG1d DW ðG1Þ�bð Þexp �bHAðG1Þ½ �
¼ exp[�bD][bb]: ð9:45Þ

Then the Crooks relation asserts:

ProbFðW Þ
ProbRð�W Þ¼ exp

W �DF

kBT

� �
: ð9:46Þ

A B

Mapping

Forward

Backward

ΔW(Γ2) = −b

ΔW(Γ1) = b
Γ(0) ≡ Γ1

ΓM(τ) ≡ Γ2

Γ(τ)

ΓM(0)

Figure 9.3 The forward and backward paths between systems A and B are con-
structed as before using a mapping
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The Crooks relation can be manipulated to yield the Jarzynski equality. Rearrang-
ing Equation (9.46) gives:

ProbFðDW ¼bÞ¼ exp
DW �DF

kBT

� �
ProbRðDW ¼�bÞ: ð9:47Þ

Integrating over all values of b gives:ð1
�1

dbProbFðDW ¼bÞexp �bDW½ �

¼ exp �bDF½ �
ð1
�1

dbProbRðDW ¼�bÞ, ð9:48Þ

and as both probability distributions are normalized, this gives Jarzynski’s equality,
Equation (9.42): �

exp �bDW½ �	¼ exp �bDF½ �: ð9:49Þ

9.8 Experimental verification

The fluctuation theorems and work relations derived in the previous sections
have consequences that can be measured experimentally. Some of the experiments
have been preformed on a dynamical system in which the interpretation of the
results is very difficult (Ciliberto and Laroche, 1998; Ciliberto et al., 2004;
Feitosa and Menon, 2004). Another test of the fluctuation theorems is observing
the motion of a colloidal particle in an optical trap. In a series of papers (Wang
et al., 2002; Carberry et al., 2004a; 2004b; Reid et al., 2004; 2005; Wang et al.,
2005) the transient fluctuation theorem has been verified experimentally for a col-
loidal particle in an optical trap. Another experiment uses electrical circuits driven
out of equilibrium by injecting a small current (van Zon et al., 2004; Garnier and
Ciliberto, 2005; Douarche et al., 2006).

Using fluorescence spectroscopy, (Schuler et al., 2005; Tietz et al., 2006)
measure the entropy production of a single two-level system that is an optically
driven defect center in natural IIa-type diamond. Using a definition of the
entropy of a single stochastic trajectory (Seifert, 2005a), they demonstrate that
the total entropy production obeys some exact relations for finite length trajectories.
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10

Thermodynamics of steady states

10.1 The thermodynamic temperature

Equilibrium thermodynamics provides a very useful connection between mechanical
and thermal properties of fluids and solids. The predicted relationships between differ-
ent quantities measured under different thermodynamic conditions are a fundamental
consequence of thermodynamics. It is natural to attempt to develop a similar thermo-
dynamic treatment of nonequilibrium systems, at least for steady states. At present,
there are a number of different treatments: the extended irreversible thermodynamics
(Jou et al., 2001); the approach to microscopic relaxation processes (Öttinger, 2005);
and the approach that we follow here. It is fair to say that, at present, there is no con-
sensus on the correctness of any of these approaches, and indeed some debate about
whether it is even possible to define the usual thermodynamic quantities for a non-
equilibrium system. Clearly then, it is necessary to limit the types of nonequilibrium
processes to which we apply thermodynamics. As an example of a system where a
thermodynamic treatment may be successful, consider a steady-state Poiseuille flow
system where we can define a local temperature and local shear rate at each point in
the fluid. There will be gradients in both the shear rate and the temperature that
determine the local streaming velocity profile and the conduction of heat to the
boundary. If the fluid is near a phase boundary, then we want to use nonequilibrium
thermodynamics to predict the stable phase at each point in the fluid.

In equilibrium thermodynamics, the familiar and intuitive concept of tempera-
ture is defined by the Zeroth Law of Thermodynamics. We consider systems
whose volume V and pressure P can be determined. Then the mathematical
postulate is that (Callen, 1960; Thompson, 1972):

Associated with each pair of systems A and B there is a function fABðPA;VA;PB;VBÞ of the
states ðPA;VAÞ ofA and ðPB;VBÞ ofB such thatA andB are in equilibrium if andonly if:

fABðPA;VA;PB;VBÞ ¼ 0: ð10:1Þ
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The first observation is that this implies that the states of two systems in equili-
brium cannot be specified arbitrarily. The physical statement is a little different in
character as it involves a third system. This goes to the question of how to measure
temperature:

When any two bodies are each separately in thermal equilibrium with a third, they are also
in equilibrium with each other.

Once again this can be stated in a more mathematical form: A state of equilibrium exists and
is transitive. That is, if a system A is in equilibrium with a system B, and B is in equilibrium
with a system C, then A is in equilibrium with C.

This makes good physical sense if we consider system B to be a thermometer.
Then this means that if the temperature of A, as measured by thermometer B, is
the same as the temperature of C, as measured by thermometer B, then A is at
the same temperature as C, and therefore these two systems are at equilibrium
with each other. If A is placed in contact with C there will be no net energy transfer
between the two systems.

This means that from Equation (10.1), if:

fABðPA;VA;PB;VBÞ ¼ 0 and fBCðPB;VB;PC;VCÞ ¼ 0 ð10:2Þ

then it follows that:

fACðPA;VA;PC;VCÞ ¼ 0: ð10:3Þ

To derive the notion of temperature we consider B to be a test system (or ther-
mometer). We assume that the two Equations (10.2) can be solved for PB. From
the implicit function theorem f must be continuous and have continuous partial
derivatives. Therefore:

PB ¼ QAðPA;VA;VBÞ ¼ QCðPC;VC;VBÞ: ð10:4Þ

Now, since B is a fixed system, we can ignore the VB dependence of ΘA and ΘC.
Therefore ΘA(PA, VA) is then defined to be the empirical temperature of
the system A, as measured by the thermometer B. A necessary and sufficient con-
dition for two systems to be in equilibrium is that they have the same empirical
temperature (as measured by a thermometer).

Given that the physical concept of the temperature can be defined in a
sufficiently rigorous way from the Zeroth Law, the next question is how do we cal-
culate the temperature in statistical mechanics? Thermodynamics introduces the
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concept of the entropy as the variable conjugate to the temperature. We will
work from thermodynamics to obtain a microscopic representation for the
temperature. Rugh (1997; 1998) has proposed a method of determining the temp-
erature in a Hamiltonian dynamical system. It begins with the definition of
the entropy S as the (canonically invariant) weighted area of the energy surface
Ω (the level set of the Hamiltonian Hðq; pÞ), under the assumption that the
dynamical system is ergodic in Ω. The usual thermodynamic temperature T(E )
is then:

1

T ðEÞ ¼
dS

dE
: ð10:5Þ

Rugh defines the phase variable:

CðGÞ ¼ @

@G
�

@H

@G
@H

@G
� @H
@G

0
B@

1
CA ¼ rG � rGH

rGH � rGH

� �
; ð10:6Þ

whose time average:

lim
t!1

1

t

ðt
0
dt C GðtÞð Þ ¼ 1

T ðEÞ ; ð10:7Þ

equals the inverse of the thermodynamic temperature T(E ) of the system with total
energy E. Physically, the phase-space derivative with respect to Γ is not dimension-
ally consistent, so we can write:

@

@G
; a

@

@q1
; . . . ; a

@

@qN
; b

@

@p1
; . . . ; b

@

@pN

� �
; arq; brp

� �
; rG; ð10:8Þ

where the pre-factors a and bmake all quantities dimensionless, and allow different
weights to be applied to coordinates and momenta. We use the del operator rG for
the phase-space derivative, rq for the coordinate space derivative and rp for the
momentum space derivative.

Consider a d-dimensional, N-particle system with Hamiltonian
H ¼PN

i¼1
1

2mi
p2i þF, where Fðq1; . . . ; qN Þ is the total potential energy. If the

centre of mass, total momentum, and the kinetic energy are fixed, then there are
dN − d independent coordinates and dN − d − 1 independent momenta. Including
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only the independent coordinates and momenta in the phase-space derivative, the
phase variable C is:

CE ¼ a2r2
qF + b2 dN � d � 1ð Þ

a2 rqF � rqF
� �

+ b2
PðN�1Þ0

i¼1
p2i

� 2

a4rqF � r2
qF � rqF + b4

PðN�1Þ0

i¼1
p2i

 !

a2 rqF � rqF
� �

+ b2
PðN�1Þ0

i¼1
p2i

 !2 ,

ð10:9Þ

where the subscript E indicates that the energy is conserved and ðN � 1Þ0 means
that the sum only includes the dN − d − 1 independent terms. In the ideal gas
limit F ! 0, the first term in Equation (10.9) reduces to:

CE ¼ dN � d � 1ð ÞPðN�1Þ0

i¼1
p2i

; ð10:10Þ

which is the usual definition of the kinetic temperature. In the limit as b ! 0,
Equation (10.9) gives the configurational temperature of (Butler et al., 1998).

If we call T1 the temperature obtained from the first term in Equation (10.9) and
T the temperature obtained from both terms, then, from Figure 10.1, we observe
that at w ¼ 1, T1 ! TK ¼ 2 from below as N ! 1, while T ! TK from above
as N ! 1. As a function of w, T is closer than T1 to the correct value at large
values of w, while for small w, T ! 2N=ðN � 1Þ rather than to TK ¼ 2, due to
the counting degrees of freedom. We conclude that the dynamic definition of
temperature Equation (10.9), as well as T1, yield the correct values for equilibrium
systems in the thermodynamic limit N ! 1.

Inspired by the approach of Rugh, a particularly useful generalization obtained
by Jepps et al. (2000) showed that an arbitrary vector fieldVðGÞwith finite, nonzero
divergence, 0 , krH � VðGÞl�� �� , 1 and krH � VðGÞl growing more slowly than
exp½N � as N ! 1, then the thermodynamic temperature is given by:

kT ¼ krGH � VðGÞl
krG � VðGÞl : ð10:11Þ

Here the angled brackets refer to ensemble averages over either the microcanonical,
canonical, or various molecular dynamics ensembles.
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For the microcanonical ensemble, the measure on the energy surface is uniform,
and we can write the Boltzmann entropy (ignoring semiclassical corrections) as:

exp½SðEÞ�k� ¼ ð
AðEÞ

dmE: ð10:12Þ

The average of an arbitrary phase variable BðGÞ in the microcanonical ensemble is:

kBðGÞlE ¼
Ð
AðEÞ BðGÞdmEÐ

AðEÞ dmE
¼ exp½�SðEÞ�k��k ð

AðEÞ
BðGÞdmE: ð10:13Þ

If we choose the phase variable to be BðGÞ ¼ rGH � VðGÞ, where VðGÞ is the vector
field, and define a new function:

WBðEÞ ¼ exp½SBðEÞ
�
k� ¼

ð
AðEÞ

BðGÞdmE, ð10:14Þ

in analogy to Equation (10.12), then from Equation (10.13), we have:

kBðGÞlE ¼ exp½SBðEÞ
�
k�

exp½SðEÞ�k� ¼ exp½ SBðEÞ � SðEÞð Þ�k�: ð10:15Þ
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Figure 10.1 The temperatures calculated for a two-dimensional soft sphere system
at r ¼ 0:9, from CE as a function w ¼ a2 (2�19 � a � 1 and b ¼ 1), for different
numbers of particles N. T1ðN Þ is the temperature obtained from averaging only the
first term in (10.9), whereas T(N) is the average of the full expression CE
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Taking logarithms of both sides of Equation (10.13) gives SBðEÞ � SðEÞ ¼
k lnkBðGÞlE, so as long as kBðGÞlE is less than exp½N � in the thermodynamic
limit, then:

@SBðEÞ
@E

¼ @SðEÞ
@E

; ð10:16Þ

and the temperature defined by T�1
B ¼ @SB

�
@E ¼ @S

�
@E ¼ T�1. Differentiating

Equation (10.14) and using Gauss’ theorem (in dN-dimensions) gives:

@WBðEÞ
@E

¼
ð
AðEÞ

rG � VðGÞdmE ¼ krG � VðGÞlE: ð10:17Þ

Then the temperature is independent of B and given by:

1

kTBðEÞ ¼
1

k

@SB
@E

¼ 1

WB

@WB

@E
¼ krG � VðGÞlE

krGH � VðGÞlE
; ð10:18Þ

or Equation (10.11). Similar arguments can be used for the canonical and
molecular-dynamics ensembles. The details are given in Jepps et al. (2000). This
result and the result of Rugh are significant extensions of the definition of the temp-
erature. In general, they both involve contributions from coordinate and momentum
degrees of freedom, and have given rise to measures of the configurational
temperature that do not involve the momentum (Butler et al., 1998).

Apart from the Zeroth Law definition of the temperature, all other methods
of obtaining the temperature require the definition of the entropy. As
entropy and temperature are thermodynamic conjugate variables this should not
surprise us.

Nonequilibrium systems

The principal difficulty in extending the equilibrium definition of temperature to
systems out of equilibrium is that there is no simple statement of the Zeroth Law
(Ritort, 2005). The only nonequilibrium states for which a temperature could be
defined would be steady states, where all the system observables take well-
defined average values that do not change with time. But to achieve a nonequili-
brium steady state we require some field or boundary condition to perturb the
system away from equilibrium, and a reservoir in contact with the system (or
thermostat) that removes the dissipated heat. Thus simply achieving a nonequili-
brium steady state implies the system has a steady energy flow in, and a steady,
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equal, energy flow out to the reservoir. All equilibrium constructions require that
the only energy flow be between the system and thermometer.

In the absence of a defining principle like the Zeroth Law, it has been conven-
tional to use operational definitions of the temperature. These are typically
based on the extension of the equipartition theorem to nonequilibrium systems,
or the application of Equation (3.149). The extension of the equipartition result
essentially assumes that:

dN � d � 1ð Þ kT
2

¼
XN
i¼1

1

2
miv

2
i ; ð10:19Þ

connects the temperature and the peculiar translational kinetic energy of the system.
The peculiar velocity is given by Equation (3.123), as the particle velocity _ri minus
the local fluid streaming velocity uðri; tÞ. Clearly this will give a steady well-defined
result in a nonequilibrium steady state, but this may not be equal to the true thermo-
dynamics temperature. As both Equation (10.19) and the thermodynamic tempera-
ture have steady values, then using an operational definition such as this leads to a
well-defined state point, even if the thermodynamics temperature is not known.

The absence of a definition of the nonequilibrium entropy rules out the two
methods we used for equilibrium systems. The only exception to this is the
case of isokinetic color diffusion, which has a Hamiltonian representation,
Equation (5.37). Morriss and Rondoni (1999) have used this approach to calculate
the thermodynamic temperature of a nonequilibrium steady state, using
Equations (10.6) and (10.7). A strong correlation between the kinetic temperature
orthogonal to the color current and the ratio of the averages of two given phase
variables is observed.

For a system in a color field 1 the equations of motion for the canonical coor-
dinates G ; ðq;pÞ can be obtained from the Hamiltonian, where b is a parameter
introduced for greater generality, and:

F ¼ fint þ fext ¼ fint � 1
XN
i¼1

cixi; ð10:20Þ

is the total potential energy (including internal and external interactions). The total
force on particle i is given by F1

i ¼ �@F
�
@q ¼ Fint þ 1cix̂. The canonical (pi) and

physical (pi) momenta are connected by piexp½f
�
2K� ¼ pi and the two times by

exp½bF�2K� ¼ dt
�
dl, so choosing b ¼ 0, we obtain the usual equations of

motion for isokinetic color diffusion, Equation (6.18):

_qi ¼ pi,

_pi ¼ F1
i � api ¼ Fi þ x̂1ci � api:

ð10:21Þ
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When fext ¼ 0, this model reduces to an equilibrium isokinetic system. For b ¼ 0,
the Hamiltonian for this system is Equation (5.37):

Hb¼0ðq;pÞ ¼ 1

2
exp½FðqÞ�

XN
i¼1

p 2
i � 1

2
exp½�FðqÞ�: ð10:22Þ

We now differentiate Hb¼0 to construct the function CK . Differentiating, using
initial conditions and parameters which lead to the GIK equations, and then substi-
tuting into Equation (10.6), we get:

CK ¼ eF
�
2K a2exp½�F

�
K�r2

qFþ b2dN

a2exp½�F
�
K� rqF � rqF
� �þ 2b2K

�2eF=2Ka4exp½�2F=K� rqF � ðrqrqFÞ � rqF
� �þ 2a2b2exp½�F

�
K� rqF � rqF
� �þ 2b4K

a2exp½�F=K� rqF � rqF
� �þ 2b2K

� �2 ;

ð10:23Þ

where the subscript K indicates constant kinetic energy. If we consider the ideal gas
limit F ! 0, and substitute the first term of Equation (10.23) in Equation (10.7),
we get

1

T1
¼ kexp½F�2K�l 1

TK
; ð10:24Þ

where TK ¼ 2K=dN is the fixed value of the kinetic temperature. Now, the arbitra-
rily chosen zero of the potential scale cannot influence the value of the temperature,
hence we replace Φ by w ¼ F�F0, with F0 ¼ 2K lnkexp½F=2K�l, therefore
kexp½F=2K�l ¼ 1 and 1=T1 ¼ 1=TK . We can now absorb the factor exp½�F0=2K�
into a redefined value of a, where a0 ¼ aexp½�F0

�
2K�. Then CK becomes

CK ¼ exp½w�2K� a02exp½�w
�
K�r2

qwþ b2dN

a02exp½�w
�
K� rqw � rqw
� �þ 2b2K

� 2ew
�
2K a04exp½�2w

�
K� rqw � ðrqrqwÞ � rqw
� �þ 2a02b2exp½�w

�
K� rqw � rqw
� �þ 2b4K

a02exp½�w
�
K� rqw � rqw
� �þ 2b2K

� �2 :

ð10:25Þ

Therefore, in the numerical simulations, it suffices to choose values of a and b, and
to calculate the average of the right-hand side of Equation (10.23) and of
exp½f�2K�, in order to obtain the results corresponding to a0.

The results from a GIK system of two-dimensional soft disks at equilibrium are
given in Figure 10.2. The weights are obtained by setting b ¼ 1 and varying a.
The results are very similar to those obtained from the constant energy simulations
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described in Figure 10.1, showing the same convergence, both with N and with w to
the value of TK ¼ 2.0.

Equations (10.25) and (10.7) can now be used to define a nonequilibrium temp-
erature. In Figure 10.3, for N ¼ 56 at a2 ¼ 1, the temperature T is dominated by the
potential contributions. The result 2.07 (assuming errors of at least 1 %) is rather
close to the fixed kinetic value TK ¼ 2.0, and to the orthogonal kinetic temperature,
defined by

P
p2i;y ¼ dNTy, which is Ty ¼ 1.994. For N ¼ 224 at a2 ¼ 1, the temp-

erature T ¼ 1.98, which is in even better agreement with the corresponding
Ty ¼ 1.966. For N ¼ 896, T ¼ 1.93, which is lower than Ty ¼ 1.954. We conclude
that the temperature defined by Equation (10.25) agrees with the orthogonal part of
the kinetic temperature, i.e. the part which is unaffected by the streaming motion.
As such, it would appear to be a reasonable value for the temperature away from
equilibrium. During these simulations, the value of Ty appeared to be strongly cor-
related to the quantity X ¼ kr2

qFl
�
krqF � rqFl in a way that is quite robust to

changes in the density, field, and system size. Although this expression is similar
to the first term in Equation (10.25), it is not the same. However, we now see
that this is just a different choice of the vector field used to define the temperature.
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Figure 10.2 The temperature from Equations (10.7) and (10.25) as a function of
w ¼ a2, and of the number of particles N, for soft disks at r ¼ 0:9 and
T1ðN Þ. T1ðN Þ is from only the first term in Equation (10.25), whereas T(N ) is
the average of the full expression
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10.2 Green’s expansion for the entropy

The entropy of an equilibrium system is proportional to the logarithm of the acces-
sible phase volume. Since the accessible phase for a steady state is a fractal of lower
dimension than the equilibrium system, the calculation of the entropy for steady
states is a formidable unsolved problem. The fine-grained entropy as computed
from the full phase space has a number of difficulties. If the distribution function
is fractal, there is no limit to the smallness of the phase-space structures and there-
fore no limit to the sensitivity of the full distribution function to uncontrolled exter-
nal perturbations. In an experiment, averaging over an ensemble of possible
external fluctuations would of course wash out the fine structure below a critical
length scale. The precise cut-off value would be determined by the amplitude
and spectrum of the external fluctuations. This washing out of fine structure pro-
vides an ansatz for the computation of the entropy for nonequilibrium steady states.

Evans (1989) described a method for computing the coarse-grained entropy of
nonequilibrium steady states by decomposing the Gibbs entropy, into terms
arising from the partial distribution functions involving correlations of 1, 2, 3,
… , N particles. If the expansion is carried out to order N, the fine-grained Gibbs
entropy will be obtained. At equilibrium the expansion gives more than 90 % of
the entropy from the singlet and pair contributions, for densities below 75 % of
the freezing density, and appears to converge rapidly. Away from equilibrium,
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T1 (224)
T (224)
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T (896)

T

w
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224

896

Figure 10.3 The temperature as a function of the weight w ¼ a2 and the number of
particles N for soft disks at r ¼ 0:9, TK ¼ 2:0 and 1 ¼ 1:0. The arrows on the
right-hand side mark the average values of the kinetic temperature orthogonal to
the flow Ty, for the system sizes indicated
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the expansion will consist of a series of finite terms until the dimension of the
partial distribution function exceeds the dimension of the accessible phase space.
Once this occurs all succeeding terms will be infinite. The method yields finite
terms below this dimension, because all the lower dimensional integrals are
carried out in the accessible phase space.

Green (1954) used Kirkwood’s factorization of the N-particle distribution func-
tion to write an expansion for the entropy as infinite hierarchy of z-functions, as:

ln f ðiÞ1 ; zðiÞ1 ,

ln f ðijÞ2 ; zðijÞ2 þ zðiÞ1 þ zð jÞ1 ,

ln f ðijkÞ3 ; zðijkÞ3 þ zðijÞ2 þ zð jkÞ2 þ zðkiÞ2 þ zðiÞ1 þ zð jÞ1 þ zðkÞ1 ,

ð10:26Þ

where the f-functions are the partial 1, 2, 3, . . . ,-body distribution functions. Then
the Gibbs fine-grained entropy (Equation 8.1) can be written as an infinite series:

S ¼ �kB
1

1!

ð
dG1 f1z1 þ 1

2!

ð
dG1

ð
dG2 f2z2þ

� 	
: ð10:27Þ

From Equation (10.26), the entropy per particle is given by:

S

N
¼ � kB

r

ð
dp1 f1ðp1Þ ln f1ðp1Þ

þ kB
2N

ð
dG1

ð
dG2 f2 G1;G2ð Þ ln f ð12Þ2

f ð1Þ1 f ð2Þ1

 !
þ � � � ð10:28Þ

Assuming that the fluid is homogeneous enables the spatial integration to be per-
formed in the first term. At equilibrium, the two-body distribution function
factors into a product of kinetic and configurational parts, so for two-dimensional
fluids, Equation (10.28) reduces to:

S

N
¼ 1� kB ln

r

2pmkBT

� �
� kBr

2

ð
dr12g r12ð Þ ln g r12ð Þ þ � � � ; ð10:29Þ

where gðr12Þ is the equilibrium radial distribution function. Mountain and Raveché
(1971) and Wallace (1987) have used experimental radial distribution function data
to test Equation (10.29). They found that the Green expansion for the entropy, ter-
minated at the pair level, gives a surprisingly accurate estimate of the entropy from
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the dilute gas to the freezing density. To our knowledge, Evans’ work was the first
use of the Green expansion in computer simulations. In the canonical ensemble,
Green’s entropy expansion is nonlocal so Evans’ calculations of the entropy
integrated the relevant distribution functions over the entire simulation volume.
A reformulation of Equation (10.29) by Baranyai and Evans (1989), succeeds in
developing a local expression for the entropy of the canonical ensemble, which
is ensemble independent.

Evans (1989) tested Equation (10.29), truncated at the pair level, using a system
of 32 soft disks (see Table 10.1). The kinetic temperature corrected for Oð1�N Þ
factors, is denoted by TK. The thermodynamic temperature Tth was calculated
from Equation (10.29) using a finite difference approximation. The analytical
expression for the kinetic contribution to the entropy was not used, but rather
this contribution was calculated from simulation data by histograming the observed
particle velocities and numerically integrating the single particle contribution. The
numerical estimate for the kinetic contribution to the entropy was then compared to
the theoretical expression (basically the Boltzmann H-function) and agreement was
observed within the estimated statistical uncertainties.

Using the entropies calculated at r ¼ 0:6 and r ¼ 0:7, a finite difference
approximation to @s

�
@r�1 gives the pressure from the relation p ¼ T ð@S�@V Þ��U ,

with the virial expression calculated directly from the simulation. The virial
pressure at e ¼ 2:134, r ¼ 0:65 is 3.85, whereas the pressure calculated
exclusively by numerical differentiation of the entropy is 3.72 + 0.15. The

Table 10.1 Equilibrium moderate density data (the uncertainties in the entropies
are +0.005)

ρ e s TK Tth

0.6 1.921 3.200 1.552 1.614
2.134 3.341
2.347 3.464

0.625 1.921 3.034 1.499 1.500
2.134 3.176
2.347 3.318

0.65 1.921 2.889 1.445 1.454
2.134 3.044
2.347 3.182

0.675 1.921 2.754 1.306 1.374
2.134 2.919
2.347 3.064

0.7 1.921 2.889 1.326 1.291
2.134 3.044
2.347 3.182
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largest source of error in these calculations is likely to be in the finite difference
approximation to the various partial derivatives.

Away from equilibrium, the main difficulty in using even the first two terms in
Equation (10.28) is the dimensionality of the required histograms. The nonequili-
brium pair distribution function does not factorize into a product of kinetic and con-
figurational parts, thus the full function of six variables is required. Evans used a
density of ρ � 0.1 where the configurational contributions to the entropy should
be unimportant. He evaluated the entropy of the same system of 32 soft disks,
but now subject to isoenergetic planar Couette flow, using the SLLOD equations
of motion. The thermostatting multiplier α, takes the form:

a ¼ � PxygVP
p2i =m

: ð10:30Þ

To check that the configurational parts of the entropy can be ignored, some checks
on the equilibrium thermodynamic properties of the system were performed.
Table 10.2 shows the thermodynamic temperature computed using a finite

Table 10.2 Low density data (the uncertainties in the entropy are +0.005)

ρ γ e s Tk Tth

0.075 0.0 2.134 6.213
1.921 5.812

0.1 0.0 2.134 5.917(27) 2.175 2.12(6)
2.346 6.013

0.125 0.0 2.134 5.686
1.921 5.744

0.075 0.5 2.134 5.852 2.190 2.088
2.347 5.948
1.921 5.539

0.1 0.5 2.134 5.653 2.171 2.048
2.346 5.747
1.921 5.369

0.125 0.5 2.134 5.478 2.153 2.088
2.347 5.573
1.921 5.380

0.075 1.0 2.134 5.499 2.188 1.902
2.347 5.604
1.921 5.275

0.1 1.0 2.134 5.392 2.169 1.963
2.346 5.492
1.921 5.157

0.125 1.0 2.134 5.267 2.149 2.019
2.347 5.368
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difference approximation to the derivative, @e=@s. At equilibrium, at a density
of ρ ¼ 0.1, the thermodynamic temperature is 2.12 + 0.06 compared with the
kinetic temperature of 2.17. At e ¼ 2.134 the thermodynamic pressure is 0.22, in
reasonable agreement with the virial pressure of 0.24. The disagreement between
the thermodynamic and the kinetic expressions for both the temperature and the
pressure arise from two causes; the absence of the configurational contributions,
and the finite difference approximations for the partial derivatives.

Figure 10.4 shows the pair distribution function for a 32-particle system under
shear, that is free of the singularities apparent in the two-particle system. The
smoothness is due to averaging over all the other N – 2 particles washing out the
fine structure. Table 10.2 gives the kinetic contribution to the entropy as a function
of energy, density and shear rate. For a given energy and density, the entropy is
observed to be a monotonically decreasing function of the shear rate. As expected,
the equilibrium state has the maximum entropy. It is clear that the entropy can

Figure 10.4 The pair distribution function for a 32-particle soft-disk fluid at a high
shear rate of 2.0. The density is 0.1 and energy per particle is 1.921. The distri-
bution is seemingly smooth. In spite of the high anisotropy of this distribution,
the configurational contribution to the entropy is only about 0.4 %
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be written as a function, S ¼ SðN ;V ;U ; gÞ. Defining Tth ¼ @U=@S
��
V ;g,

pth ¼ T@S=@V
��
U ;g

as and zth ¼ T@S=@g
��
U ;V we can write:

dU ¼ TthdS � pthdV þ zthdg: ð10:31Þ

Some years ago Evans and Hanley (1980) proposed Equation (10.31) as a gen-
eralized Gibbs relation, however, at that time there was no way of directly comput-
ing the entropy or any of the free energies. This forced Evans and Hanley to
postulate that the thermodynamic temperature was equal to the equipartition or
kinetic temperature. Evans and Hanley observed that, away from equilibrium,
although the pressure tensor is anisotropic, the thermodynamic pressure must be
independent of the manner in which a virtual volume change is performed. The
thermodynamic pressure must therefore be a scalar. They assumed that the thermo-
dynamic pressure would be equal to the simplest scalar invariant of the pressure
tensor that was also consistent with equilibrium thermodynamics. In two-
dimensional systems they assumed that p ¼ 1

2ðPxx þ PyyÞ. We can calculate the
coarse-grained Gibbs entropy directly and check this postulate. We assume that
the internal energy is the sum of the peculiar kinetic energy and the potential
energy and that the thermodynamic entropy is equal to the coarse-grained
Gibbs entropy. Table 10.1 shows a comparison of kinetic and thermodynamic
temperatures for the 32-particle soft-disk system.

As has been known for some time (Evans, 1983a), @Tk=@g
��
V ;U, 0 leading to a

decrease in the kinetic temperature with increasing shear rate. For this low-density
system, the effect is far smaller than has been seen for moderately dense systems.
At a density of 0.1 the kinetic temperature drops by 0.3 % as the shear rate is
increased to unity. The precision of the kinetic temperature is about 0.01 %. The
thermodynamic temperature decreases as the shear rate is increased, but in a far
more dramatic fashion. It decreases by 10 % over the same range of shear rates.
The results clearly show that away from equilibrium the thermodynamic tempera-
ture is smaller than the kinetic or equipartition temperature. As the shear rate
increases, the discrepancy grows larger.

Using the simulation data at e ¼ 2.134, the thermodynamic pressure can be
estimated as a function of shear rate. Table 10.3 shows the finite difference
approximation for the thermodynamic pressure pth the hydrostatic pressure
pth ¼ 1

2 Pxx þ Pyy

� �
and the largest and smallest eigenvalues of the pressure tensor

p1, p2 respectively. As expected, the hydrostatic pressure increases with shear rate.
This effect, known as shear dilatancy, is very slight at these low densities. The ther-
modynamic pressure shows a much larger effect, but it decreases as the shear rate is
increased. In an effort to give a mechanical interpretation to the thermodynamic
pressure, we calculated the two eigenvalues of the pressure tensor. Away from
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equilibrium, the diagonal elements of the pressure tensor differ from one another and
from their equilibriumvalues giving rise to normal stress effects. The eigenvalues are
influenced by all the elements of the pressure tensor including the shear stress. One
of the eigenvalues increases with shear rate, while the other decreases and within
statistical uncertainties the latter is equal to the thermodynamic pressure.

Evans (1989) conjectured that the thermodynamic pressure is equal to the
minimum eigenvalue of the pressure tensor, that is pth ¼ p2. This relation is
exact at equilibrium and is in accord with our numerical results. It is also clear
that if the entropy is related to the minimum reversible work required to accomplish
a virtual volume change in a nonequilibrium steady-state system, then p2dV is the
minimum work that is possible. Carrying out a virtual volume change by moving
walls inclined at arbitrary angles with respect to the shear plane then the
minimum virtual pV work (minimized over all possible inclinations of the walls)
will be p2dV.

Figure 10.5 shows the kinetic contribution to the entropy as a function of shear
rate for the 32-particle system at an energy e ¼ 2.134 and a density ρ ¼ 0.1. The
entropy seems to be a linear function of shear rate for the range of shear rates
covered by the simulations. Combining these results with those from Table 10.1
allows us to compute zth as a function of shear rate. For g ¼ 0:0; 0:5; 1:0
we find that zth=N ¼ 1:22; 1:08; 0:91 respectively. Most of the decrease in ζ is
due to the decrease in the thermodynamic temperature with increasing shear rate.
We have assumed that asymptotically s is linear in shear rate, as the shear rate
tends to zero. It is always possible that, at shear rates which are too small for us
to simulate, this linear dependence gives way to a quadratic variation.

Although these calculations are restricted to the low-density gas regime, the
results suggest that a sensible definition for the nonequilibrium entropy can be
given. A definition, based on Equation (10.28) avoids the divergences inherent
in the fine-grained entropy due to the contraction of the nonequilibrium phase
space. At low densities this entropy reduces to the Boltzmann entropy implicit in
the Boltzmann H-function. This entropy is, for states of a specified energy and
density, a maximum at equilibrium. For a recent update on the Green expansion
of the entropy see Evans and Rondoni (2002).

Table 10.3 Nonequilibrium pressure: e ¼ 2.134, ρ ¼ 0.1

γ pth ptr p1 p2

0.0 0.215(7) 0.244 0.244 0.244
0.5 0.145 0.245 0.361 0.130
1.0 0.085 0.247 0.397 0.096
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Defining a temperature on the basis of this entropy indicates that far from
equilibrium there is no reason to expect that the kinetic temperature is equal
to the thermodynamic temperature. Similarly there seems to be no reason to
expect that the average of the diagonal elements of the pressure tensor will be
equal to the thermodynamic pressure. The concept of minimum reversible
virtual work, together with our numerical results suggests that the thermo-
dynamic pressure is instead equal to the minimum eigenvalue of the pressure
tensor. It remains to be seen whether the entropy so defined is a local
maximum in nonequilibrium steady states. If this can be satisfactorily demon-
strated, then we will have for the first time a fundamental basis for a generalized
thermodynamics of steady states far from equilibrium.

10.3 Prospects

A detailed theory of the thermodynamics of linear viscoelastic fluids in steady shear
has been given by Daivis and Matin (2003) and Daivis (2007). This theory is exact
and gives simple and easily computed expressions for the change in the internal
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Figure 10.5 The kinetic contribution to the entropy as a function of shear rate. The
system density is 0.1 and the energy per particle is 2.134. The entropy is approxi-
mately a linear function of shear rate. The derivative of the entropy with respect to
shear rate gives ζ T. ζ is positive, but decreases with shear rate, due to the decrease
in the thermodynamic temperature with increasing shear rate
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energy and free energy due to the imposition of steady shear for a general linear
viscoelastic fluid. It has strong similarities to the extended irreversible thermo-
dynamics (Jou et al., 2001), but differs from it in a few crucial ways. An important
element of the theory is the division of the viscoelastic work into elastic and viscous
parts, and the identification of these components as the reversible and irreversible
parts of the work. This leads to a natural definition of reversible heat transfer that
can be used in the definition of the steady-state entropy. A nonequilibrium steady-
state thermodynamics to describe shear flow has been developed by Taniguchi and
Morriss (2004) using a canonical distribution approach. They consider a shearing
system in two different reference frames, the usual space-fixed inertial reference
frame and a second (noninertial) moving frame that moves with the local fluid vel-
ocity. The principle of least action is a frame-independent formulation of mechanics
that is correct for both inertial and noninertial reference frames. The idea is an
extension of the thermodynamics of rotating systems developed by Landau and Lif-
shitz (1959). The key assumption in this approach is that variables in the moving
frame satisfy the canonical distribution. From this canonical distribution, the
Evans–Hanley shear flow thermodynamics is obtained, with the First Law of
Thermodynamics dU ¼ TdS � Qdg relating infinitesimal changes in internal
energy dU, entropy dS and shear rate dg with kinetic temperature T. These two
approaches to the thermodynamics of nonequilibrium steady states are very differ-
ent, The use of rheology and the theory of linear viscoelastic fluids is quite different
to the statistical-mechanical route. It seems likely that if a thermodynamic treatment
is possible, then it should apply to steady states. The difficulty is connected to the
treatment of heat, work is much more straightforward. In equilibrium, the concept
of temperature is straightforward and the use of Carnot cycles leads directly to the
definition of the entropy as the state function conjugate to the temperature. Away
from equilibrium, even for steady states, the definition of both the temperature
and the entropy are problematic. The starting point is usually the equilibrium
form, with either an extension to nonequilibrium, or the assumption that the equi-
librium result is approximately applicable. Neither of these approaches is entirely
satisfactory. The other difficulty is the absence of some suitable experimental
test bed. Despite these difficulties, progress continues (Sasa and Tasaki, 2006).
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generalized-theorem, 210
generalized zeta functions, 253
geodesic, 105
Gibbs entropy, 210, 292
Gibbs relation, 18
globally symplectic, 242
Gram–Schmidt procedure, 228
gravitational, 21
Green-Kubo, 95
correlation functions, 193

Green-Kubo relation, 82, 173,
176, 229

Hamiltonian, 35
Hamiltonian formulation, 105
Hamiltonian momentum, 105
Hamiltonian time, 105
harmonic oscillator, 45
heat capacity, 263, 267
constant pressure, 156, 265
isobaric, 267
specific, 263

heat flux, 19, 20
heat flux vector, 20, 72, 74, 76
microscopic Fourier transform, 76
microscopic representation, 72

heat transfer, 268
Heisenberg picture, 51
Heisenberg representations, 67
Helmholtz free energy, 273, 278
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Hermitian, 60
holonomic, 39
hyperbolic, 245

inertial frame, 300
infinite frequency shear

modulus, 28
infinitesimally symplectic, 242
information dimension, 222,

223, 232
instantaneous momentum

density, 69, 70
internal energy, 96, 268
internal energy density, 15, 93
invariant measure, 245
inverse theorem, 201
irreducible, 23
irreducible decomposition, 24
irreversibility, 257
Irving–Kirkwood procedure, 68
isobaric molecular dynamics, 159
isobaric–isoenthalpic, 159
isochoric, 156
isochoric heat capacity, 260
isoenergetic, 119
iso-energetic thermostat, 270
isokinetic, 156, 170
isokinetic distribution, 103
isokinetic distribution, 171
isokinetic equations of motion, 101
isokinetic Liouvillean, 112
isokinetic SLLOD algorithm, 138
isothermal, 119
isothermal linear response, 114
isothermal linear response theory, 96
isothermal–isobaric, 159
isotropic, 22
isotropic fourth rank tensors, 23

Jacobian matrix, 58, 246
Jarzynski equality, 277
Jarzynski’s equality, 282

Kaplan–Yorke conjecture, 229
Kaplan–Yorke dimension, 235
Kawasaki distribution, 170, 262,

271, 308
Lagrangian, 34, 272

Kawasaki distribution function, 192, 272
Kawasaki exponent, 181

Kawasaki map, 177
Kawasaki mapping, 181
Kawasaki representation, 175, 176
Kraynik–Reinelt boundary

conditions, 146
Kronecker delta, 22
Kronecker delta tensor, 22
Kubo relation, 2

Lagrangian, 34
Langevin equation, 79
Laplace transform, 62
Lebesgue measure, 217
Lees–Edwards boundary conditions, 130
Lees–Edwards periodic boundary

conditions, 4
left ordered, 203
left-ordered exponential, 58
Lennard-Jones

triple point, 30, 123
Lennard-Jones potential, 123
Levi-Civita, 23
linear constitutive relation, 121
linear irreversible thermodynamics, 21
linear response, 95
linear velocity profile, 131
linear viscoelastic fluids, 299
linear viscoelastic response, 140
Liouville equation, 48, 59, 111, 168, 203
Liouville operators

unrolling, 66
Liouvillean, 49, 98
local equilibrium, 17
local thermodynamic equilibrium, 17, 18
Lorentz gas, 255
Lorenz model, 211
Lyapunov dimension, 229
Lyapunov exponent, 57, 228

spectrum, 57
Lyapunov function, 220
Lyapunov instability, 196
Lyapunov spectrum, 58, 235, 245

magnetic fields, 21
mappings, 190
Markov partitions, 248
mass, 17
mass conservation equation, 69
mass continuity equation, 12, 19
mass density, 67, 69, 77
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Maxwell model, 29, 31, 300
Maxwell relaxation time, 28, 29
mean square displacement, 82
measure, 244, 247
mechanical transport coefficients, 95
memory function, 31
minimum image, 124
mixing, 55
mode coupling theory, 139, 190
momentum, 17
momentum conservation, 15
momentum continuity equation, 14
momentum density, 68
Mori dimension, 235
Mori–Zwanzig formalism, 87
moving frame, 300
multiplicative ergodic theorem, 58

natural invariant measure, 218
natural measure, 217, 245, 249
Navier-Stokes, 11, 25, 26, 27, 28,

32, 79
Navier-Stokes processes, 95
Navier-Stokes transport coefficients, 3
Newton’s law, 25
Newton’s laws, 33
Newtonian fluid, 28
non-analytic dependences, 139
non-analyticity, 169
nonequilibrium molecular

dynamics, 5
nonequilibrium steady state
entropy, 17, 210

nonequilibrium steady states, 54
nonholonomic, 39
nonlinear irreversible thermodynamics, 20
nonlinear response, 167, 175
nonlinear response theory, 193
nonlinear systems, 211
non-Markovian, 31, 79
non-mixing, 55
non-Newtonian, 32
normal stress coefficients, 140
normal stress differences, 184
Norton, 20
Norton ensemble, 152
Nosé equations of motion, 110
Nosé Hamiltonian, 108
Nosé iso-energetic, 110
Nosé-Hoover dynamics, 111

Onsager regression hypothesis, 83
Onsager’s regression

hypothesis, 86, 95
optical trap, 282
orbital measures, 248

peculiar velocities, 96
period doubling cascade, 214
period three, 215
periodic boundary conditions, 124
periodic orbit measure, 267
periodic orbit representation, 255
periodic points, 247
Perron–Frobenius operator, 248
phase point, 44
phase space, 44
compression, 48
compression factor, 50

phase space mappings, 177, 182
for SLLOD, 182

phase space separation, 195
phase variable, 49, 178
parity operator, 178

phase-space compression, 276
phenomenological transport coefficients,

21, 25
planar Couette flow, 130, 170, 173, 230,

301
p-Liouvillean, 171
Poincaré section, 239, 248
Poiseuille flow, 77
polar, 22
polar scalar, 21, 22
polar tensors, 22
potential
cutoff distance, 124

potential energy, 121
power law singularities, 238
p-propagator, 50, 200
pressure tensor, 13, 19, 72, 76
microscopic Fourier transform, 76
microscopic representation, 76
minimum eigenvalue, 298

principle of least action, 41
profile-biased thermostats, 142
profile-unbiased thermostats, 144
projection operator, 83
pseudo scalar, 21
pseudo vector, 22, 24
pseudo vector dual, 23
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quadratic map, 211

random force, 85
random propagator, 85
resolvent, 62
rheological effects, 139
right ordered, 201
Runge–Kutta methods, 125

Sarkovskii theorem, 216
scalar, 22
Schrödinger picture, 53
Schrödinger representation, 67
second-rank tensor, 14
self-diffusion, 125
sensitive dependence on initial

conditions, 212
shear dilatancy, 183, 184, 188
shear stress, 2, 28, 29
shear thinning, 138
shear viscosity, 2, 25, 130
frequency dependent, 163

singularities, 217
singularity sets, 225
singularity spectrum, 227
SLLOD algorithm, 134
soft sphere potential, 124
specific energy, 17
specific entropy, 18
specific total energy, 15
spectral determinant, 252
SRB measure, 248
SRB measures, 238
stability matrix, 58
stable, 212
stable manifold, 245
strain, 28
strain rate, 20, 28, 29
strain tensor, 28
streaming velocity, 28, 69
stress growth, 184
stress tensor, 13, 26
stress-strain hysteresis

curve, 304
stretching factor, 247
string phase, 142
subtraction method, 185
symmetric, 22
symmetric traceless, 22, 23, 24
symmetries, 177

symplectic, 36, 37
symplectic eigenvalue theorem, 243

temperature
Jepps, 288
kinetic, 78
nonequilibrium, 291
Rugh, 285
steady state, 289
thermodynamic, 78

temperature gradient, 20
the infinite frequency shear

modulus, 183
thermal conductivity, 21, 26, 93, 94, 150
thermal diffusivity, 93, 94
thermal transport coefficients, 99, 119
thermal transport process, 95
thermal velocities, 70
thermodynamic fluxes, 19
thermodynamic forces, 20
thermodynamic pressure, 297, 298
thermodynamic variables, 37
thermostats, 96
thermostatted Kawasaki distribution, 172
thermostatted nonlinear response, 175
thermostatting mechanism, 96
Thevénin, 20
Thévenin ensemble, 152
time correlation function, 59
time dependent external fields, 200
time dependent nonlinear response

theory, 207
time evolution, 45

operator, 58
time independent nonlinear response, 207
time ordering operators, 203
time reversal mapping

field dependent, 180
time-ordered exponentials, 200, 204
time-reversal, 177
topological dimension, 222
trace, 22
traceless, 23
trajectory mappings, 182, 189, 270
transfer operator, 249
transient fluctuation theorem, 270, 272
transient response, 190
transient time correlation function, 173,

174, 177, 262
differential, 185, 188
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transport coefficients, 21, 22, 27, 119
transport memory kernel, 80
transport tensor, 23
transpose, 24
triple point, 23
two-level system, 282

unitary, 61
unstable, 212
unstable manifold, 245
unstable periodic orbits, 248

van Kampen, 193
van Kampen objection, 6
variational formulation, 105

velocity autocorrelation
function, 84

viscoelastic constitutive relation, 90
viscoelasticity, 29, 87, 99, 138
viscosity, 21, 29, 87
viscous pressure tensor, 19, 20
viscous work, 300
vorticity, 24

Weeks-Chandler-Andersen, 123
work, 268

y-reflection, 177

zeroth law, 283
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